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“Austere line of the far-off coast-

When the ship comes near, the slope raises up

In trees where the Distance had been empty;

Closer by, the land opens up in sounds and colours:

And, on disembarking, there are birds, flowers,

Where, from afar, there had only been a meaningless line.

The dream consists in seeing the invisible shapes

Of the hazy distance, and, with perceptible

Movements of hope and will,

Search out in the cold line of the horizon

The tree, the beach, the flower, the bird, the spring-

The well deserved kisses of Truth.”

Horizon, Fernando Pessoa
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Schema-Agnostic Queries for Large-Schema Databases: A Distributional

Semantics Approach

by André Freitas

The evolution of data environments towards the growth in the size, complexity, dy-

namicity and decentralisation (SCoDD) of schemas drastically impacts contemporary

data management. The SCoDD trend emerges as a central data management concern

in Big Data scenarios, where users and applications have a demand for more complete

data, produced by independent data sources, under different semantic assumptions and

contexts of use. Most Database Management Systems (DBMSs) today target a closed

communication scenario, where the symbolic schema of the database is known a priori

by the database user, which is able to interpret it in an unambiguous way. The con-

text in which the data is consumed and produced is well-defined and it is typically the

same context in which the data was created. In contrast, data management under the

SCoDD conditions target an open communication scenario where the symbolic system of

the database is unknown by the user and multiple interpretation contexts are possible.

In this case the database can be created under a different context from the database

user. The emergence of this new data environment demands the revisit of the seman-

tic assumptions behind databases and the design of data access mechanisms which can

support semantically heterogeneous (open communication) data environments.

This work aims at filling this gap by proposing a complementary semantic model for

databases, based on distributional semantic models. Distributional semantics provides a

complementary perspective to the formal perspective of database semantics, which sup-

ports semantic approximation as a first-class database operation. Differently from mod-

els which describe uncertain and incomplete data or probabilistic databases, distributional-

relational models focuses on the construction of conceptual approximation approaches

for databases, supported by a comprehensive semantic model automatically built from

large-scale unstructured data external to the database, which serves as a semantic/com-

monsense knowledge base. The semantic model can be used to support schema-agnostic
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queries, i.e. abstracting the data consumer from a specific conceptualization behind the

data.

The proposed distributional-relational semantic model is supported by a distributional

structured vector space model, named τ −Space, which represents structured data under

a distributional semantic model representation which, in coordination with a query plan-

ning approach, supports a schema-agnostic query mechanism for large-schema databases.

The query mechanism is materialized in the Treo query engine and is evaluated using

schema-agnostic natural language queries.

The evaluation of the query mechanism confirms that distributional semantics pro-

vides a high-recall, medium-high precision, and low maintainability solution to cope with

the abstraction and conceptual-level differences in schema-agnostic queries over large-

schema/schema-less open domain datasets. Moreover, the compositional semantic model

defined by the query planning mechanism supports expressive schema-agnostic queries

over large-schema/schema-less open domain datasets. The proposed distributional-

relational structured vector space model (τ − Space) materialized as an inverted index,

supports the development of a schema-agnostic query mechanism with interactive query

execution time.
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Chapter 1

Introduction

1.1 The Shifting Database Landscape: Increasing Data

Variety

The Big Data vision is based on the idea of supporting users and information systems

with large-scale and comprehensive data. Data sources based on new platforms such as

open data, collaborative Web 2.0 platforms, crowd-sourcing, mobile devices and appli-

cations, sensors on the Internet of Things, and information extraction frameworks are

drastically changing the landscape on data availability and bringing new opportunities

for applications which are able to make use of the new data [1].

However, together with its opportunities, Big Data brings together a set of associated

data management challenges for coping with datasets under a new scale of size and

complexity. The most pressing Big Data challenges are summarized as the 3 Vs which

are used as a definition for Big Data: volume, velocity and variety [2]. The first two,

volume and velocity, are associated with the demand to process large volumes of data

and focus on algorithmic approaches, software and hardware infrastructures to cope with

data processing on the new volume scale of datasets.

The data variety dimension is related to the demand to cope with databases under larger,

more complex and multiple schemas, originating from different databases, semantically

heterogeneous and under different data quality assumptions [3]. The increase in data va-

riety drastically impacts the ability of users to access, process and interpret information,

demanding new data management strategies.

From the perspective of data access, for example, existing mechanisms to query struc-

tured databases based on structured query languages does not scale to large schema

sizes [4], with potentially thousands or millions of attributes [5]. At this scale, it is

1
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not feasible for data consumers to depend on the manual selection of concepts in the

database schema in order to query the data. In order to extract value out of the data,

data consumers, including domain experts, casual users and applications will depend on

new mechanisms that will support them to efficiently interact, search and query struc-

tured data, abstracting data consumers from the specific conceptual representation of

the data. Query mechanisms supporting users in the abstraction of the data representa-

tion are called schema-agnostic [6] or vocabulary-independent. These query mechanisms

supports users querying databases without the understanding of its conceptual model

(schema).

Schema-agnostic queries are intrinsically dependent on a semantic matching approach

associated with the query mechanism, which is responsible for the semantic mapping of

user query terms to database elements. The understanding of the challenges of schema-

agnostic queries, the formulation and evaluation of a schema-agnostic query approach

and the investigation of its supporting semantic model are the focus of this work.

The following sections introduce the main motivation and provides an outline to the

body of work behind this thesis.

1.2 The Vocabulary Problem for Databases

Big Data brings inherent challenges in the way users and applications consume the

available data. Users accessing Big Data on the Web or in an organisational environment

should be able to query and search data spread over a potentially large number of

semantically heterogeneous and large-schema datasets [4].

In order to query the data using structured queries, users need be aware of the structure

and the terms used in the data representation (database schema). In the Big Data sce-

nario, where data is potentially spread across large-schema, multiple and heterogeneous

datasets, the semantic gap between users and datasets becomes one of the most impor-

tant issues for data consumers. At this scale, it is not convenient, and sometimes not

possible, to become aware of the database schema elements in order to build a struc-

tured query under the database conceptual model constraints. The dependency between

the construction of structured queries and the schema size (for both single and multiple

datasets) limits the use of structured queries for large-schema databases.

There is no quantitative study measuring the dependency between schema-size and the

effort necessary to query a database, leaving open the definition at which scale a database

becomes large from the user perspective. In the scope of this work, it is understood that

a schema is large if it leads to a significant effort in the process of matching the user
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vocabulary terms which expresses his information needs to the entities in the database.

A mapping is considered a significant effort if the symbolic mapping effort accounts

for a large proportion of the query construction effort. This effort is dependent on the

database schema-size (size of the symbol space which is the target of the user query)

and the familiarity of the user to the sets of elements in the database schema.

In addition to the trend of large-schemas, structured database content and their associ-

ated schemas are being built in a decentralized way, with multiple actors collaboratively

conceptualising and describing a domain without a central coordination authority [7, 8].

In this scenario, differences in conceptualisations intrinsic to the multiplicity of database

designers generate databases which are conceptually more heterogeneous, i.e. manifest-

ing terminological and structural variations (Section 1.4).

From the perspective of data consumers, they should be abstracted away from the repre-

sentation of the data. The semantic gap between user information needs materialized as

queries and the database structured data representation is at the center of this problem.

The human interaction with information systems always depended upon artefacts with

well-defined terminologies (vocabularies) and syntax. Command-line interfaces, source

code interfaces and database schemas are examples of information systems’ artefacts

containing an associated lexicon and syntax/structure. The use of any of these cate-

gories of artefacts depends upon an a priori understanding of the vocabulary and the

syntax employed. Since these representations are based on human language which can

be ambiguous, vague, inconsistent and variable, a semantic gap between users and the

vocabulary-dependent artefacts is created. This concept was described by Furnas et al.

[9] as the vocabulary problem in human-system communication, a problem associated to

the semantic variability intrinsic to the human language.

Until recently, the vocabulary problem for databases have not represented a significant

limitation due to the size of database schemas and the number of datasets that were

available for a data consumer. As more datasets become available in different domains

(for example open and sensor data), there is an increasing demand to provide mechanisms

that enable both domain experts and casual users [4, 10] to explore and access structured

data.

In order to address the vocabulary problem, different information retrieval techniques

based on automatic query expansion (Carpineto & Romano [11], Sun et al. 2006 [12],

(Qiu and Frei 1993 [13], Bast et al. 2007 [14], Crouch and Yang 1992 [15], Schuetze

and Pedersen 1997 [16], in Gauch et al. 1999 [17], Hu et al. 2006 [18], Park and

Ramamohanarao 2007 [19], Milne et al. 2007 [20], Lam-Adesina & Jones 2001 [21],

Chang et al. 2006 [22], Xu & Croft 1996 [23], Kraft & Zien [24]) and query formulation
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(Zhang et al. 1999 [25] and Goldman et al. 1997 [26]) were proposed. Most of these

approaches have been applied in the context of keyword-based information retrieval and

have been limited in addressing the vocabulary problem for databases.

1.3 Querying vs. Searching

The availability of a query mechanism for structured data which supports data con-

sumers with expressive queries (queries which are able to make use of the conceptual

structure behind the database and of the supported database operations) at the same

time it abstracts them away from the representation (i.e. being schema-agnostic) is still

an active research challenge.

The simplicity and intuitiveness of search engine interfaces, where users search the Web

using keyword queries, was a key element in the widespread adoption of search engines

for the Web of Documents and in the process of maximizing the value of the information

available on the Web. On the other side of the spectrum, from the perspective of

structured/semi-structured data consumption, users expect with precise and expressive

queries. In this scenario, most users query data with the help of structured queries such

as SQL1 or SPARQL2. In the Big Data scenario structured query approaches do not

completely address all search and query usability requirements from all categories of

users (such as being accessible to casual users and supporting lower query construction

times for expert users).

With the Web users have recognized search to be a first-class activity. The search

paradigm used in the Web of Documents, however, cannot be directly transported for

querying structured data. Keyword search over data does not provide the desired ex-

pressivity, while traditional structured query mechanisms have poor usability. Query

expressivity and usability are two dimensions of database querying which define a trade-

off behaviour. Different categories of query/search approaches have emerged, targeting

the trade-off between usability and expressivity (Figure 1.1, 1.2) and have achieved

some level of success: however they do not fully provide schema-agnosticism.

The practical relevance of a schema-agnostic query mechanism lies on the fact that struc-

tured data is a fundamental component of data and information system environments

and the effort associated with accessing this structured data is still large and heavily

mediated by the need of Information Technology experts. Additionally, this effort grows

with the growth of schemas and volume of databases.

1http://en.wikipedia.org/wiki/SQL
2http://en.wikipedia.org/wiki/SPARQL

http://en.wikipedia.org/wiki/SQL
http://en.wikipedia.org/wiki/SPARQL
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Figure 1.1: Positioning of different approaches in the expressivity/usability trade-
off spectrum. A schema-agnostic query mechanism should be able to have both high

usability and expressivity (red dots).

The dissolution of this trade-off is intrinsically dependent on providing a semantic match-

ing approach which enables the alignment or semantic mapping of the data consumer’s

query to the database conceptual model elements.

1.4 Data Heterogeneity

The vocabulary problem for databases is a consequence of data heterogeneity [27], i.e.

the multiple realizations in which data can be represented. Even under the same task,

different database designers can materialize the same domain into a database using

different lexical expressions, conceptualizations, data models, data formats or record

granularities [27]. This intrinsic variability in the construction of a database defines an

intrinsic data heterogeneity level between different databases.

Similarly, there is an intrinsic heterogeneity between a specific database representation

and the data consumers mental representation of a domain. If asked to materialize their

information needs as free queries (e.g. using natural language) data consumers would

be likely to use different terms and structures in the query formulation, a fact which

is supported by [9]. The intrinsic heterogeneity is mediated by the role of phenomena

intrinsic to natural language such as synonymy, ambiguity and vagueness.

Data heterogeneity becomes a more present concern as users start to query data from dif-

ferent datasets, which were built by independent parties [28]. In this scenario, one starts

to move from a centralized schema and data model scenario, where data is integrated

under a single representation model, to a decentralized scenario where data from differ-

ent schemas and data models are brought together into a different data consumption

context [4, 8].

The concept of data heterogeneity encompasses different dimensions:
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1. Conceptual model heterogeneity: Different domains can be conceptualized using

different abstractions and lexical expressions, which are dependent on the intended

use behind the database and on the background of the individuals modeling the

domain. Given a modeling task with a minimum level of complexity, it is unlikely

that two independent parties will generate identical conceptual models [9, 27].

Semantic heterogeneity emerges as a central concern in the Big Data scenario

when, data from multiple datasets, developed by different third-parties, need to

be accessed and processed in a different context. Conceptual model heterogeneity

includes distinct classes of differences which define the conceptual gap. These

different dimensions of semantic heterogeneity are further investigated in Section

1.5.

2. Format heterogeneity: Covers different formatting assumptions for values. This

dimension covers notational and measurement units differences. Examples of value

types dependent on data format are currency, numerical values and date-time

values. Abbreviations and acronyms are also included in this category.

3. Data model heterogeneity: Data models provide the syntactical model in which

different data objects are represented. Different data sources can be represented

using different data models. Examples of data models include the relational model,

Resource Description Framework (RDF), eXtensible Markup Language (XML),

among others.

The three data heterogeneity dimensions are orthogonal and impact the reconciliation

of model dimensions between different databases and the ability of users to query a

database. The larger the gap between two models (data, format or conceptual), the

larger is the cost of querying or data integration.

This work concentrates on the investigation of the dimension of conceptual model het-

erogeneity and on the ability to automatically bridge the gap between the user and

database conceptual models.

1.5 Schema-agnostic Queries: Addressing the Conceptual

Model Heterogeneity

The abstraction of users from the database conceptual model is intrinsically connected

with the provision of a principled semantic matching mechanism to cross the conceptual

gap between the user query and the data representation. Query mechanisms which
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Figure 1.2: Query expressivity vs query construction time quadrant. Schema-agnostic
queries allows both high expressivity and low query construction time.

are able to provide this abstraction mechanism are described as schema-agnostic or

vocabulary-independent queries. A motivational scenario example is introduced below.

Suppose a user has an information need expressed as the natural language query ‘Who is

the daughter of Bill Clinton married to?’ (Figure 1.3). The person has access to different

databases which contain data that can help addressing the information need. However,

the data representations inside the target databases do not match the vocabulary and

structure of the natural language query.

Figure 1.3 depicts an example of the semantic gap between the example user query and

possible representations for the data for triples supporting answers for the query. In (a)

‘daughter’ and ‘married to’ in the query maps to ‘child’ and ‘spouse’ in the data, in

(b) these query terms map to ‘child’ and ‘father of ’ respectively while in (c) the query

information related to ‘daughter’ is given by the predicate ’numberOfKids’ representing

an aggregation in (c), not fully mapping to the query information need.

In order to address query-data alignments, it is necessary to provide a query mechanism

which is able to support a semantic matching which copes with the semantic gap between

the user query and the data representation. Figure 1.4 shows the alignment between

the example natural language query and one possible conceptual model realization. The

formulation of a schema-agnostic approach which automatically maps query terms to

dataset elements is the core goal of this thesis. A high-level overview of the schema-

agnostic query processing steps is depicted in Figure 1.5.
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Possible Data Representations
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:husband

Information Need:Who is the daughter of Bill Clinton married to ?
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:Bill Clinton

1

:numberOfKids

:type

C

Semantic Gap

Figure 1.3: Example of user information need expressed as a natural language query
and possible data representations in different conceptual models.

The semantic gaps previously exemplified, show some dimensions of the semantic differ-

ences involved in addressing the vocabulary problem for databases. The core semantic

differences can be categorized into the following high-level dimensions of semantic het-

erogeneity :

1. Abstraction-level differences: Taxonomical differences between the database repre-

sentation and the abstraction used in the query. ‘PresidentOfTheUnitedStates’ and

‘AmericanPoliticians’ express two different sets where the former set is contained

in the second. In some cases the abstraction-level expressed in the query may be

different from the dataset and a semantic approximation in the abstraction level

may return a semantic best-effort result, i.e. a (most similar) semantic approxi-

mation considering the abstraction-level available in the database. For example,

the concept ‘husband’ is a gender specific specialization of the ‘spouse’.

2. Conceptual differences: Consists in different concepts with strongly related/associ-

ated meanings in the context of the query, which are not covered by a taxonomical

relation. For example the query term ‘married to’ maps to the predicate ‘spouse’

in the database.

3. Composition/predication differences: Information may be expressed under differ-

ent predicate-argument structures or syntactic compositions. In 1.3(a) ‘Presi-

dentsOfTheUnitedStates’ is expressed in a single class, while in 1.3(c) it is ex-

pressed as the composition of the predicate ‘president’ and its associated object

‘UnitedStates’.
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:Bill_Clinton :Chelsea_Clinton

:child

Data:

:Marc_Mezvinsky

:spouse

Query:Who is the daughter of Bill Clinton married to ?

Figure 1.4: Alignment of the natural language query and dataset entities.

4. Operational/functional differences: Operations such as aggregations and logical fil-

ters are a fundamental part of database query expressivity. In a schema-agnostic

query scenario, operations can have different lexical expressions (for example ‘high-

est’, ‘tallest’ may map to ‘top most’ as the database operator). Additionally,

operators may implicitly define its association to a specific predicate (predicate

selection). For example in the query ‘What is the highest mountain?’ the opera-

tor ‘highest’ may be associated with specific elements in the dataset (e.g. ‘height’,

‘elevation’ ).

The semantic heterogeneity dimensions are at the center of the vocabulary problem for

databases and a schema-agnostic query mechanism should be able to address all the

dimensions. The process of creating a schema-agnostic query mechanism can be inter-

preted as the process of performing a semantic matching between the user query and

the related database entities, attributes, relationships and values. While in a structured

query language the semantic matching is manually performed by the users, schema-

agnostic queries target the creation principled algorithmic approaches to cope with the

dimensions of semantic heterogeneity.

1.6 Core Requirements for Schema-agnostic Queries

The dimensions of semantic heterogeneity are at the center of the schema-agnostic

queries, and addressing them can be used to define the semantic matching requirements

to provide a robust schema-agnostic query mechanism. However, in addition to the

requirements related to the semantic matching, schema-agnostic queries need to satisfy

other requirements, which are common across search and query mechanisms. A more
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in-depth discussion on the determination of the requirements is provided in Chapter 3.

The set of requirements are used as qualitative dimensions to evaluate the effectiveness

of a schema-agnostic approach.

1. High usability & Low query construction time: Support for a simple and intuitive

interface for experts and casual users.

2. High expressivity: Queries referencing structural elements and constraints in the

dataset (relationships, paths) should be supported, as well as operations over the

data (e.g. aggregations, conditions).

3. Accurate & comprehensive semantic matching: Ability to provide a principled

semantic matching addressing all the dimensions of the semantic heterogeneity

problem (abstraction, conceptual, compositional, functional). Semantic matching

with high precision and recall.

4. Low setup & maintenance effort: Easily transportable across datasets without

significant manual adaptation effort. The query mechanism should be able to work

under an open domain and across multiple domains. Databases should be indexed

with a minimum level of manual adaptations. Minimization of user intervention in

the construction of supporting semantic resources used in the semantic matching.

5. Interactive search & Low query-execution time: Minimization of user interac-

tion/feedback effort in the query process. Users should get answers with interactive

response times3 for most of the queries.

6. High scalability: The query approach should scale to large datasets both in query

execution and indexing construction time.

1.7 Existing Approaches to Interact with Heterogeneous

Databases

There are different strategies for querying databases with varying degrees of flexibility,

usability and semantic matching. This work categorizes existing approaches into six

categories:

• Structured queries for databases: The most traditional way to query databases

where users need to explicitly refer to entities, attributes, values, relationships in

3an interactive query execution time is contrasted with a batch query execution time (seconds vs.
minutes)
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the same vocabulary of the database and should follow the syntax of a structured

query language such as SPARQL [29] or SQL.

• Keyword search for databases: Focus on the adaptation of keyword-based ap-

proaches used in information retrieval for databases. The additional level of flex-

ibility comes from allowing text search over all fields in the database. Existing

approaches can vary from bag-of-word approaches where the structural relations in

the data are not taken into account (higher usability, lower expressivity) to hybrid

keyword-structure queries approaches, where users explicitly reference schema-

level information which is used together with the keyword search functionality

(lower usability, higher expressivity). Examples of these approaches are available

in: [30].

• Entity search for databases: Consists of the use of complementary semantic re-

sources to provide additional schema/vocabulary flexibility in the search process.

Techniques can vary from: (i) using semantic information (mainly taxonomic rela-

tions) in the ontology/vocabulary behind the database, (ii) using external ontolog-

ical resources, (iii) using linguistic resources, such as WordNet. These approaches

include techniques to use the semantic resources effectively in the search process.

Semantic search approaches focuses on providing an additional level of vocabulary

flexibility at the cost of the construction of the semantic resources. Examples of

these approaches are available in: [31, 32, 33, 34]

• Approximate queries for databases: Consist of approaches which provide an ad-

ditional level of flexibility based on the relaxation of structural constraints in the

query and in the database. These relaxation operations are usually explicitly de-

fined by users as structured queries operators and parameters. Examples of these

approaches are available in: [35, 36, 37]

• Visual query interfaces for databases: Query mechanisms which allow users to

specify queries or progressively filter query results or navigate through the database

with the help of visual elements in the interface. The approaches in this category

focus on addressing the semantic gap problem from the perspective of user inter-

action. Examples of these approaches are available in: [38, 39, 40].

• Natural language interface (NLI) and question answering (QA) for databases:

NLI focuses on approaches which use open or controlled natural language queries

for querying databases. Results from natural language interfaces may vary from

database records to post-processed direct natural language answers (QA). Open

(non-controlled) natural language queries are by definition schema-agnostic query

mechanisms. Most approaches use a combination of linguistic and ontological
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resources to address the query-dataset vocabulary gap. Examples of these ap-

proaches are available in: [41, 42, 43, 44, 45].

A detailed survey and gap analysis of each category of the existing approaches are

covered in Chapter 3.

Research on natural language interfaces (NLIs) and question answering (QA) systems

over structured data have been have been targeting query scenarios which are schema-

agnostic, concentrating on the proposal and evaluation of approaches which put a

stronger emphasis on the query-database semantic matching approach. Despite not

using the term schema-agnostic, the evaluation of the ability of a query mechanism to

semantically match natural language queries to database elements which are unknown

by querying agent (user), is a basic premise of the usage scenario of these systems. By

explicitly targeting the problem of schema-agnostic queries, this work aims at individ-

uating this concept as a query capability, emphasizing the importance of this feature

in modern data management scenarios and motivating the transference of this capa-

bility into other systems. Compared to other research areas such as keyword search

over databases or semantic/entity search, NLI/QAs have focused on the development of

community-built efforts to evaluate schema-agnostic capabilities under a heterogeneous

data scenario (large and conceptually vast databases). Due to the maturity of the test

collections and evaluation campaigns in this area this thesis grounds its evaluation on

the NLI/QA scenario.

1.8 Schema-agnostic Queries for Databases: A Distribu-

tional Semantics Approach

This work focuses on the definition of a semantic model to provide a schema-agnostic

query mechanism to address the dimensions of the semantic heterogeneity and the re-

quirements for schema-agnostic queries for databases. At the core of the proposed

semantic model is the definition of a distributional semantic model. This section briefly

introduces the core principles and elements of the proposed approach.

1.8.1 Semantic Matching & Commonsense Knowledge Bases

A comprehensive open and multi-domain semantic matching mechanism largely depends

on the availability of large-scale semantic and commonsense knowledge resources follow-

ing a principled representation which can be algorithmically processed and used for

inference. However, the automatic construction, representation of large commonsense
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knowledge bases (KBs) and the provision of associated reasoning mechanisms are still

major research challenges which need to be addressed [46, 47, 48]. Knowledge representa-

tion and reasoning approaches for commonsense KBs need to cope with the performance,

inconsistency and incompleteness problems involved in large-scale reasoning. Another

important problem in this area is the acquisition of commonsense KBs, i.e. the construc-

tion of large-scale commonsense KBs under a specific structured representation scheme

[46, 47, 48].

Distributional semantics, combined with a compositional model, can provide a princi-

pled semantic matching mechanism where, instead of a structured commonsense KB and

associated reasoning algorithms, a quantitative statistical semantic model is automat-

ically built from unstructured large-scale corpora. The distributional semantic model

addresses the acquisition problem and the representation problem at the expense of some

level of inaccuracy, defining an approximative but comprehensive semantic model which

can be used to support the semantic query-database matching. The next subsections

describe the basic principles of distributional semantics and how the schema-agnostic

query model is built from it. An in-depth analysis of distributional semantics is provided

in Chapter 4.

1.8.2 Distributional Semantic Model

Distributional semantics is built upon the assumption that the context surrounding a

given word in a text provides important information about its meaning [49, 50]. A

rephrasing of the distributional hypothesis states that words that co-occur in similar

contexts tend to have similar/related meanings.

Distributional semantics focuses on the construction of a semantic representation of

a word based on the statistical distribution of word co-occurrence in large-scale text

collections. The availability of high volume and comprehensive Web corpora brought

distributional semantic models as a promising approach to build and represent mean-

ing. Distributional semantic models are naturally represented by Vector Space Models

(VSMs), where the meaning of a word is represented by a weighted linguistic context

vector.

However, the proper use of the simplified model of meaning provided by distributional

semantics implies understanding its characteristics and limitations. In distributional se-

mantics, differences of meaning are mediated by differences of distribution in a reference

corpora. As a consequence, distributional semantic models allow the quantification of

the amount of associations or differences in meaning between words. This can be used to

quantify the semantic relatedness between words. The intuition behind this approach is
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that two terms which are highly semantically related in a distributional model are likely

to co-occur in similar contexts in the corpora. This allows the automatic construction

of a large-scale base of associations from unstructured texts, avoiding the problem of

manually building large-scale semantic and commonsense structured KBs.

1.8.3 Distributional Semantic Relatedness

The concept of semantic relatedness is described as a generalization of semantic sim-

ilarity [51], where semantic similarity is associated with taxonomic relations between

concepts (e.g. car and airplane share vehicle as a common taxonomic ancestor) and

semantic relatedness covers a broader range of semantic relations (e.g. car and driver).

Since differences in conceptual models can transcend taxonomical differences, the more

generic concept of semantic relatedness is more suitable to the query-datasset semantic

matching.

Until recently, resources such as WordNet were used in the computation of semantic

similarity and relatedness measures. The limitations of the representation present in

WordNet include the lack of a rich representation of non-taxonomic relations (funda-

mental for the computation of semantic relatedness measures) and a limited number

of modelled concepts. The effectiveness of statistical models of language [52] and the

availability of large amounts of unstructured text on the Web motivated the creation

of semantic relatedness measures based on large text collections using distributional se-

mantic models. Distributional semantic relatedness measures focus on addressing the

limitations of resource-based approaches by trading structure for volume of common-

sense knowledge [53].

Comparative evaluations between WordNet-based and distributional approaches for the

computation of semantic relatedness measures have shown the strength of the distri-

butional semantics based approaches, reaching a higher correlation level with human

assessments [53].

This work uses distributional semantic models (DSMs) and distributional semantic relat-

edness measures as the core mechanism to cope with the semantic heterogeneity between

user queries and database entities. Since the distributional model is built from large-

scale corpora (with a large number of implicit associations) it potentially supports a

comprehensive (high recall) semantic matching mechanism; as DSMs are automatically

built, providing a low set-up & maintenance effort.

Moreover, the context in which the distributional semantic model is used for semantic

approximation takes into account a reduction of the configuration space in which the set
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of candidate query-dataset alignments are defined, using the concept of a semantic pivot,

which is defined at Chapter 5 and Chapter 8. The semantic pivoting strategy minimizes

the uncertainty associated with the distributional semantic model approximation.

1.8.4 τ − Space: A Distributional-Relational Semantic Model

In order to support the demand for a query-database semantic matching using dis-

tributional semantics, this work introduces a hybrid distributional-relational knowledge

representation model, named τ − Space, which adds to the database semantics, the dis-

tributional semantics representation. In this work the word ‘relational’ is used in the

more generic sense of structured data instead of ‘relational databases’.

The τ − Space is a distributional structured vector space model which represents struc-

tured data graphs under a distributional semantic model representation. The co-occurrence

associational information extracted from an independent reference corpora defines a dis-

tributional vector space where the labels associated with constants or predicates of the

dataset can be resolved into a geometrical vector of the distributional vector space. The

structured data graph represents an arbitrary data model, and can be applied to rela-

tional, Entity-Attribute-Value (EAV) or RDF data. In the τ − Space, the topological

structure of the data graph is preserved and represents the fine-grained component of

the semantic model, which is grounded by the distributional semantics representation,

which supports the semantic approximation operations using large-scale commonsense

distributional knowledge.

The distributional-relational representation defines a knowledge representation model for

structured data which supports the semantic matching between the query and the data.

The representation model is complemented by a query planning approach which provides

a compositional model for syntactically matching query to database structures. Figure

1.5 outlines the main components of the approach.

The first step (1) in the proposed approach is the construction of a distributional seman-

tic model based on the extraction of word co-occurrence patterns from large corpora,

which defines a distributional semantic vector space. The distributional semantic vec-

tor space uses concept vectors to semantically represent data and queries, by mapping

dataset entities and query terms to vectors in the distributional space. Once the vector

space is built, the structured data is embedded into the space (step 2), defining the

τ − Space, a distributional structured semantic vector space. The alignment between

structured data and the distributional model allows the use of the large-scale common-

sense information embedded in the distributional model (extracted from text) to be

used in the semantic matching/approximation process.
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Figure 1.5: Schematic representation of the main components of the proposed query
approach (for the example query in Figure 1.3). Numbers indicate the workflow from
the construction of the distributional semantic model to the processing of the query

results.

After the data is indexed into the τ − Space, it is ready to be queried. The query pro-

cessing starts with the analysis of the natural language query, from which a set of query

features and a semi-structured query representation is extracted (step 3). After the query

is analyzed, a query processing plan is generated (step 4), which maps the set of fea-

tures and the semi-structured query into a set of search, navigation and transformation

operations (step 5) over the data graph embedded in the τ − Space. These operations

define the semantic matching between the query and the data, using the distributional

semantic information. This corresponds to the compositional model associated to the

distributional model.

1.9 Open Domain vs. Domain Specific Semantic Matching

The demand for semantic matching approaches can be split into two main application

scenarios with regard to the specificity of the data:

• Open domain data: Consists of data covering different domains of knowledge.

Open domain data covers less specific information in different areas. The typical

data consumer for the open domain data is the general Web user. Encyclopaedic

scientific knowledge, commonsense, definitions, movies, sports, music, historical

events, news are examples of domains typically covered in open domain datasets.
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Examples of open domain datasets on the Web are DBpedia4, Freebase5, YAGO6

and CIAWorldFactBook7.

• Domain specific data: Data which describes a single domain, typically technical

and with higher specificity. The typical data consumer for domain specific data

is the domain expert or analyst. Financial reports, genomics and proteomics data

are examples of domain specific data. Examples of domain-specific datasets are:

PubChem8, Diseasome9, Drugbank10.

The open domain scenario was selected to evaluate the proposed schema-agnostic query

approach due to the: (i) more comprehensive evaluation of the semantic matching with

regard to domain heterogeneity, (ii) larger schema size and (iii) better availability of

evaluation campaigns and test collections.

More specifically, open domain Linked Open Data was selected to evaluate the pro-

posed approach due to the availability of larger test collections and associated datasets,

improving the comparability of the proposed model.

While the evaluation of domain-specific scenarios has a greater connection with real-

world applications and, as a consequence, it presents larger application/utility potential,

open-domain scenarios allows the empirical exploration of large-schema scenarios and

more complex semantic phenomena (ambiguity, synonymy and vagueness). The lack of

evaluation of the existing approach in domain-specific scenarios is a limitation of this

work and should be taken into account while transporting the results of this thesis for

domain-specific datasets.

1.10 Hypothesis

This thesis focuses on the corroboration of the following core research hypothesis:

• “Distributional semantics can be used to define a low maintenance semantic model

which can support schema-agnostic queries over open domain structured databases.”

The core research hypothesis can be detailed into the following research hypotheses:

4http://datahub.io/dataset/dbpedia
5http://datahub.io/dataset/freebase
6http://datahub.io/dataset/yago
7http://datahub.io/dataset/world-factbook-fu-berlin
8http://pubchem.ncbi.nlm.nih.gov/
9http://datahub.io/dataset/fu-berlin-diseasome

10http://datahub.io/dataset/fu-berlin-drugbank
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• Research Hypothesis I: Distributional semantics provides an accurate, compre-

hensive and low maintenance approach to cope with the abstraction and conceptual-

level differences dimensions of semantic heterogeneity in schema-agnostic queries

over large-schema open domain datasets.

• Research Hypothesis II: The compositional semantic model defined by the

query planning mechanism supports expressive schema-agnostic queries over large-

schema open domain datasets.

• Research Hypothesis III: The proposed distributional-relational structured

vector space model (τ − Space) supports the development of a schema-agnostic

query mechanism with interactive query execution time, low index construction

time and size, and it is scalable to large-schema open domain datasets.

The hypotheses can be directly mapped into the high coverage of the core requirements

for schema-agnostic queries (Table 1.1).

Requirements Hypotheses

High usability & Low query construction time Hyp. I
High expressivity Hyp. II
Accurate & comprehensive semantic matching Hyp. I
Low setup & maintenance effort Hyp. I
Interactive search & Low query-execution time Hyp. III
High scalability Hyp. III

Table 1.1: Mapping of the core requirements to the hypothesis.

1.11 Research Methodology

The research methodology in this thesis aims at providing a rigorous method of vali-

dating the hypotheses defined in the previous section. This thesis follows the research

methodology described below:

1. Comprehensive literature survey of the state-of-the-art in the problem space.

2. Identification of a set of core requirements for a schema-agnostic query mechanism

for databases with the support of the literature.

3. Categorization and gap analysis of existing works using the set of core require-

ments.

4. Definition of an evaluation dataset containing a categorized set of queries, reflecting

the characteristics of open domain databases (large schema/schema-less with a

large distribution of concepts).



Chapter 1. Introduction 19

5. Investigation of the semantic phenomena involved in the process of semantically

mapping schema-agnostic queries.

6. Conceptualisation and formalisation of the schema-agnostic approach.

7. Implementation of the τ − Space semantic index and search.

8. Implementation of the schema-agnostic approach as a Natural Language Inter-

face/Question Answering system over Linked Data scenario.

9. Design and execution of the evaluation.

• Setup: Open domain question-answering system using the Question Answer-

ing over Linked Data (QALD) 2011 test collection over DBpedia.

• Evaluation of the relevance of the results (measures: precision, recall, mean

reciprocal rank);

• Evaluation of performance & scalability (measures: query execution time

and indexing time);

• Evaluation of maintenance (measurements: time for dataset adaptation);

• Comparative evaluation with existing approaches (previous measures com-

pared against existing baselines);

10. Analysis of the results and conclusions.

1.12 Contributions

This work provides the following contributions:

1. Creation of a schema-agnostic query mechanism for large-schema open domain

databases satisfying the core requirements:

• Comprehensive and accurate semantic matching.

– 80% of queries answered, avg. recall = 0.81, mean avg. precision =

0.62, mean reciprocal rank = 0.49.

• Medium-high expressivity.

– 80% of queries answered.
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• Low maintenance.

– 0 min adaptation effort.

– 0.030/avg. disambiguation operations per query.

• Interactive query execution time.

– 8.530 s avg. query execution time.

• Better recall and query coverage compared to baselines with equivalent pre-

cision;

– 20% improvement of query expressivity, 21% of recall improvement

compared to the existing best performing system while keeping equiv-

alent precision (0.62).

2. Understanding of the changes in the database landscape which motivates schema-

agnostic queries.

3. Analysis of the existing literature with regard to schema-agnosticism.

4. Improvement of the formal definition of schema-agnostic queries.

5. Definition of a categorization framework for semantic complexity classes to resolve

schema-agnostic queries (classes of semantic resolvability)

6. Creation of a preliminary information theoretical model to evaluate the complexity

of matching schema-agnostic queries.

7. Creation of a distributional-relational vector space model (τ − Space).

8. Comprehensive evaluation of the proposed approach on the following dimensions,

extending standard evaluation methodologies which are common practice in this

field (QA/NLI):

• Results relevance;

• Performance (query execution time and index construction time);

• Maintenance (time for dataset adaptation);

• Comparative analysis with existing approaches;

9. Implementation of a prototypical software infrastructure for the proposed ap-

proach.
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• τ − Space semantic indexing and search engine

• A high-performance Explicit Semantic Analysis (ESA) service

• A Question-Answering (QA) System (Treo)

10. Generalization of the approach into a Knowledge-based Semantic Interpretation

model (KBSI) and an associated Distributional Semantic Stack architecture.

11. Application of the hybrid distributional-relational model into two scenarios: selec-

tive reasoning over incomplete knowledge bases and logic programming.

The core of this thesis concentrates on the proposal and evaluation of a schema-agnostic

query model based on distributional semantic models. This core is complemented by a

broader discussion which contextualises and generalises schema-agnosticism under con-

temporary data management environment.

1.13 Thesis Outline

The thesis is structured in the following chapters:

• Chapter II - Semantic Heterogeneity & Schema-Agnostic Queries for Databases:

Analyses the changes in the database landscape, motivating how the growth in size,

complexity, dynamicity and decentralisation of schemas (SCoDD) are bringing fun-

damental changes in data management, including the demand for schema-agnostic

queries. Based on existing literature, the chapter also analyses the causes and

dimensions of semantic heterogeneity between queries and databases. The dimen-

sions which affect the resolution of schema-agnostic queries are categorized into a

semantic resolvability model, which defines categories of semantic complexity for

mapping schema-agnostic queries.

• Chapter III - Literature Review: Provides a description and analysis of the state-

of-the-art for query mechanisms over heterogeneous databases using the set of core

requirements for schema-agnostic query mechanisms. Different categories of query

and search approaches are analysed including Natural Language Interfaces, Entity

Search Engines and Approximate Query Mechanisms.

• Chapter IV - Towards a New Semantic Model for Databases: At the center of

schema-agnostic query mechanisms is the definition of a semantic model which

could cope with the semantic resolvability categories. The chapter provides an



Chapter 1. Introduction 22

analysis of the semiotic principles behind human-database communication and the

associated semantic perspective on databases. Different perspectives on semantics

(logical, cognitivist and structuralist) are analysed. Based on the analysis, a hybrid

distributional-relational semantic model is outlined, targeting addressing the new

semiotic assumptions which emerge in the open communication scenario.

• Chapter V - The Semantic Matching Problem: An Information-Theoretical Ap-

proach: Introduces a preliminary quantitative information-theoretical model for

estimating the semantic complexity of the query-dataset matching. The goal of

the entropy model is to provide a deeper understanding of the principles behind

the schema-agnostic semantic matching problem, which is exploited on the de-

sign of the query mechanism, minimizing the semantic complexity of the matching

process.

• Chapter VI - τ -Space: A Hybrid Distributional-Relational Semantic Model: De-

scribes and formalizes the proposed hybrid distributional-relational (τ − Space)

semantic representation model supporting the schema-agnostic query mechanism.

At the τ − Space, each element in the data graph has an associated distribu-

tional semantic vector representation, which supports a geometric-based semantic

approximation model, using the distributional knowledge. The structure of the

τ − Space is defined by the mapping between data model categories and the asso-

ciated distributional subspaces associated with each category.

• Chapter VII - Distributional Semantic Search: Describes the distributional se-

mantic search approach in which the distributional semantic relatedness measure

is used as a ranking function. The semantic differential approach for the de-

termination of the threshold for the semantic relatedness-based ranking score is

introduced, supporting the filtering of unrelated results.

• Chapter VIII - The Schema-agnostic Query Processing Approach: Describes the

schema-agnostic query processing algorithm over the τ − Space distributional se-

mantic model. The query processing approach users a set of semantic search,

composition and data transformation operations over the τ −Space. A supporting

architecture for the query mechanism is proposed. The architecture is instantiated

into the Treo prototype natural language query mechanism.

• Chapter IX - Evaluation: Describes the experimental methodology for the pro-

posed schema-agnostic query mechanism, collects the evaluation metrics and anal-

yses the results of the experiments.
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• Chapter X - Generalization & Further Applications: This chapter explores devel-

opments and applications derived from the proposed τ − Space knowledge repre-

sentation approach, with a particular focus on how it can be generalized to areas

such as logical reasoning, in particular with regard to support selective and flexible

reasoning over incomplete Knowledge Bases.

• Chapter XI - Conclusion: This chapter analyses the results on the evaluation of

the research hypotheses, discusses the limitations of the schema-agnostic query

approach and proposes a future work research agenda based on the limitations.

1.14 Associated Publications

Different aspects of this work were disseminated on the following publications:

• André Freitas, Edward Curry,Natural Language Queries over Heterogeneous Linked

Data Graphs: A Distributional-Compositional Semantics Approach, In Proceed-

ings of the 19th International Conference on Intelligent User Interfaces (IUI), Haifa,

2014. (Full Conference Paper).

• André Freitas, João Carlos Pereira Da Silva, Edward Curry, Paul Buitelaar, A Dis-

tributional Semantics Approach for Selective Reasoning on Commonsense Graph

Knowledge Bases, In Proceedings of the 19th International Conference on Appli-

cations of Natural Language to Information Systems (NLDB), Montpellier, 2014.

(Full Conference Paper).

• André Freitas, Edward Curry, João Gabriel Oliveira, João C. Pereira da Silva,

Sean O’Riain, Querying the Semantic Web using Semantic Relatedness: A Vo-

cabulary Independent Approach. Data Knowledge Engineering (DKE) Journal,

2013. (Article).

• André Freitas, Edward Curry, João Gabriel Oliveira, Sean O’Riain, A Distribu-

tional Structured Semantic Space for Querying RDF Graph Data. International

Journal of Semantic Computing (IJSC), 2012. (Article).

• André Freitas, Edward Curry, João Gabriel Oliveira, Sean O’Riain, Querying Het-

erogeneous Datasets on the Linked Data Web: Challenges, Approaches and Trends.
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• André Freitas, Edward Curry, Sean O’Riain, A Distributional Approach for Ter-

minological Semantic Search on the Linked Data Web. In Proceedings of the 27th
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sional Semantic Space for Data Model Independent Queries over RDF Data. In

Proceedings of the 5th International Conference on Semantic Computing (ICSC),

2011. (Conference Full Paper).

• André Freitas, João Gabriel Oliveira, Sean O’Riain, Edward Curry, João Carlos

Pereira da Silva, Querying Linked Data using Semantic Relatedness: A Vocabulary

Independent Approach. In Proceedings of the 16th International Conference on

Applications of Natural Language to Information Systems (NLDB), 2011. (Con-

ference Full Paper).

• André Freitas, João C. P. da Silva, Sean ORiain, Edward Curry, Distributional

Relational Networks, AAAI Fall Symposium, Arlington, 2013 (Conference Paper).

• André Freitas, Rafael Vieira, Edward Curry, Danilo Carvalho, João Carlos Silva,On

the Semantic Representation and Extraction of Complex Category Descriptors, In

Proceedings of the19th International Conference on Applications of Natural Lan-

guage to Information Systems (NLDB), Montpellier, 2014. (Short Conference
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• AndréFreitas,Edward Curry,Do it yourself (DIY) Jeopardy QA System, In Pro-

ceedings of the 12th International Semantic Web Conference (ISWC), Sydney,

2013 (Demonstration Paper in Proceedings).

• André Freitas, Fabricio de Faria, Sean O’Riain, Edward Curry, Answering Natu-

ral Language Queries over Linked Data Graphs: A Distributional Semantics Ap-

proach, In Proceedings of the 36th Annual ACM SIGIR Conference, Dublin, Ire-

land, 2013. (Demonstration Paper in Proceedings).

• André Freitas, Sean O’Riain and Edward Curry, A Distributional Semantic Search

Infrastructure for Linked Dataspaces, In Proceedings of the 10th Extended Seman-

tic Web Conference (ESWC), Montpellier, France, 2013. (Demonstration Paper
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• André Freitas, Sean O’Riain and Edward Curry, Crossing the Vocabulary Gap for

Querying Complex and Heterogeneous Databases: A Distributional-Compositional

Semantics Perspective, 3rd Workshop on Data Extraction and Object Search

(DEOS), 29th British National Conference on Databases (BNCOD), Oxford, UK,
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• André Freitas, João Carlos Pereira Da Silva, Edward Curry, On the Semantic Map-
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mantic Web Stack, 10th International Workshop on Uncertainty Reasoning for

the Semantic Web (URSW 2014), 13th International Semantic Web Conference

(ISWC), Rival del Garda, 2014. (Position Paper)

• Danilo Carvalho, gatay lli, André Freitas, Edward Curry, EasyESA: A Low-effort

Infrastructure for Explicit Semantic Analysis, In Proceedings of the 13th Interna-

tional Semantic Web Conference (ISWC), Rival del Garda, 2014. (Demonstration
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Chapter 2

Semantic Heterogeneity &

Schema-Agnostic Queries

2.1 Introduction

The evolution of data environments towards the consumption of data from multiple data

sources and the growth in the schema size, complexity, dynamicity and decentralisation

(SCoDD) of schemas [54] increases the impact of data heterogeneity in contemporary

data management. The SCoDD trend emerges as a central data management concern

in Big Data scenarios, where users and applications have a demand for more complete

data, produced by independent data sources, under different semantic assumptions and

contexts of use [28]. While in the Big Data discourse data variety is used to describe the

trend towards the availability and consumption of data from multiple data sources and

from different types, the term data heterogeneity has a better grounding in the database

literature, describing the semantic and syntactic dimensions in which data can vary [27].

The evolution of databases in the direction of heterogeneous data environments strongly

impacts the usability, semiotic and semantic assumptions behind existing data accessi-

bility methods such as structured queries. The main goal of this chapter is to provide a

deeper understanding of the evolution of data management environments and a more rig-

orous and in-depth understanding of data heterogeneity and its relation to the semantic

matching requirements behind schema-agnostic query mechanisms.

Section 2.2 concentrates on the analysis of the characteristics of modern data manage-

ment environments and its impact on querying structured data. The growth in schema

size and data heterogeneity fundamentally impacts the semiotic assumptions behind

querying mechanisms, in which users traditionally need to interpret the schema and

26
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manually reference database elements under a perfect symbolic and syntactic match-

ing constraints. As this manual process becomes unfeasible for Big Data management

environments, query mechanisms should evolve in the direction of automating the query-

database semantic alignments, pointing in the direction of schema-agnostic query mecha-

nisms. The understanding of the data heterogeneity dimensions supports the delineation

of new requirements for structured query mechanisms.

In order to provide an analysis of semantic heterogeneity and semantic matching it is

necessary to select a core structured data model for grounding the discussion. Section 2.4

provides a justification for the target data model aiming for maximizing the generality

of the conclusions of this work. The selection of the reference data model takes into

account: (i) its ability to represent or map other data models (generality/transporta-

bility), (ii) ability to map large and heterogeneous schemas, (iii) minimum number of

syntactic constraints (simplicity). The use of a reference data model works as a neces-

sary representation formality and does not limit the generality of the approach to other

structured data models.

After selecting the reference data model, the phenomena of data heterogeneity is anal-

ysed. Data heterogeneity provides a framework to analyse the possible differences in

datasets created under different contexts and requirements. Section 2.5 provides a de-

scription of the semantic heterogeneity dimensions. Based on the literature, the causes

of semantic heterogeneity are investigated and a synthetical categorization of the dimen-

sions of semantic heterogeneity is provided as a taxonomy.

Sections 2.7 and 2.8 describes the problems of semantic matching starting from the

definition of semantic tractabiltiy introduced by Popescu et al. [55] in the context of

natural language queries over databases. Since the concept of semantic tractability does

not fully contemplate the spectrum of matching phenomena for the schema-agnostic

query scenario, the concept of semantic resolvability and semantic mapping types are

introduced.

2.2 Contemporary Data Management & Semantic Hetero-

geneity

2.2.1 Contemporary Data Management Environments

The database landscape is changing rapidly, influenced by the need to cope with databases

with increasing schema size, complexity, dynamicity and decentralization (SCoDD) con-

ditions. The emergence of new data sources such as open datasets on the Web, sensor
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networks, data from mobile applications, social network data, together with the natural

growth of datasets inside organizations [5], brings the demand for data management

strategies which can operate under the properties dictated by this new data environ-

ment. Numerical indicators of this new data environment circa 2010 [5] include: 5 billion

mobile users, 40% projected data growth in global data, 235 TB of data collected by the

US Library of Congress in 2011, 15 out of 17 sectors in the US have more data stored

per company than the US Library of Congress and 30 billion pieces of content per month

shared on Facebook [1]. The challenges, new approaches and trends for coping with this

new data landscape is currently aggregated under the Big Data umbrella term.

According to [56], Big Data can be defined as “the term for a collection of datasets so

large and complex that it becomes difficult to process using on-hand database management

tools or traditional data processing applications”. Another definition for Big Data is

given by the Gartner’s report [57] which provides a three-dimensional perspective of Big

Data: “Big data is high volume, high velocity, and/or high variety information assets that

require new forms of processing to enable enhanced decision making, insight discovery

and process optimization”. More recently, the dimensions of veracity and validity were

suggested to be added as characteristic features to the Big Data definition. Alternatively,

Loukides [58] defines Big Data as “when the size of the data itself becomes part of the

problem and traditional techniques for working with data run out of steam”. Along the

same lines, Jacobs [59] states that Big Data is “data whose size forces us to look beyond

the tried-and-true methods that are prevalent at that time”.

The value of Big Data can be described in the context of the dynamics of knowledge-

based organisations [60], where the processes of decision making and organizational

action (the Knowing Cycle) are dependent on the process of sense making and knowl-

edge creation. At the basis of the sense making and knowledge creation processes is the

information seeking behaviour, which is the process in which the individual purposefully

searches for information that can change his or her state of knowledge or understanding

[60], satisfying an information need. The increasing availability of data brings the op-

portunity of directly impacting the fundamental process of sense making and knowledge

creation, allowing organisations and individuals to accelerate these processes. With in-

creasing data at their hands, organizations and individuals have the necessary input to

paint a more complete picture of their domain of interest, supporting better decision

making and organisational action.

Information systems and users, already started to move in the direction of a more com-

plete representation of different domains. In a 2010 survey, Brodie & Liu [5] report that

database environments in Fortune 100 companies typically consist of tens of thousands

of information systems with hundreds of databases per business area, where 90% of
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them are relational, having a growth rate of 100s of databases per year. Typically, each

database has between 100-200 tables, each table containing between 50-200 attributes.

The number of views is typically three times the number of tables. In this data envi-

ronment, the cost of integrating data across databases accounts for 40% of the software

project costs. A comparative analysis shows the trend towards more complex and het-

erogeneous environments (Brodie & Liu [5]): while in 1985 a database would consist of

two tables managed with a schema-based design, in 2010 there are 100-1000s of tables

which are designed manually in an evidence gathering fashion, with 60-75% of these

tables being schema-less.

2.2.2 The Growth of Data Variety

From the point of view of information systems and databases infrastructures, Big Data

also represents the evolution in the direction of covering the long tail of data variety

(Figure 2.1). The long tail of data variety reflects the distribution of the frequency

of use of conceptual elements: in a large domain of interest few entities and attributes

have a high frequency of use followed by a long tail distribution of entities and attributes

which have lower frequencies of use. While some concepts are central across many dif-

ferent areas, most of the concepts are specific to a particular context. In the scientific

domain for example, the long tail of scientific data [61] reflects the conceptual distri-

bution of scientific data. From a historical perspective, the construction of information

systems and databases has evolved following an economic model dependent on the cost

of formalizing a domain and the associated business value derived from the efficiency

gain. From an economic perspective, organisations have been prioritizing the formaliza-

tion (conceptualization) of domains which accounted for recurrent transactions and/or

demanded high governance.

Propelled by the growth of the Web and on the number of available computational de-

vices, data management requirements are shifting towards the need to cope with decen-

tralised data generation [7, 8]: data which is intrinsically heterogeneous, with different

structuredness levels and generated under different meaning contexts. This scenario

defines the availability of data under a long tail data variety distribution.

Relational databases provided a principled database model which allowed a precise and

consistent representation, querying and manipulation of structured data. The first do-

mains deployed in relational databases were typically transactional, were semantically

homogeneous, having a relatively small number of databases, in which all views of the

same entity were consistent, suiting naturally to the relational model [5]. For over
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three decades relational databases have been the basis of information systems. Seman-

tic homogeneity is key to the data modelling, querying and integration approaches that

depend on the relational data model and ultimately its assumptions have constrained

the modelling and deployment of databases. According to Brodie & Liu [5]:

“The consistency of all views of the same tuple leads the underlying belief in a single

version of truth and the concept of a global schema. The dramatic success of relational

technology has propelled data modelling and management requirements beyond the mod-

elling and processing capabilities of the relational technology. The phrase ‘single version

of truth’ seems intuitively correct and may provide assurance in a confusing world but

is almost entirely false in the real world. The basic assumption of the relational world

is not just semantic homogeneity but also ontological homogeneity while in reality se-

mantic heterogeneity dominates. Data management vendors promote the ‘single version

of truth’ assumption as a highly desirable objective and something that their products

can provide. Our Digital Universe is no longer a semantically homogeneous set of a few

databases but Information Ecosystems of 100s or 1,000s of semantically heterogeneous

databases to be managed and integrated collectively.” [5].

To the growth of the SCoDD data conditions, it can be added the demand to integrate

diverse interrelated data sources, with different data models, with distinct structural

and conceptual granularities. To cope with diverse data coming from different sources

it is necessary to deal with semantic extensibility, semantic differences, and unknown

semantics [54]. In this scenario meaning is variable, fuzzy or inconsistent.

Franklin et al. [4] propose the concept of dataspace to describe this new type of data

environment and its associated data management challenges. Franklin et al. [4] also

points that “in data management scenarios today it is rarely the case that all the data

can be fit nicely into a conventional relational DBMS...”. Under the dataspace scenario,

the shift towards data co-existence instead of data integration is proposed.

The shift towards semantically heterogeneous environments is also emphasized at the

Lowell Self-Assessment report [62], a roadmap for the future of research in the database

community: “A semantic heterogeneity solution capable of deployment at Web scale

remains elusive... At Web scale, this is infeasible and query execution must move to a

probabilistic world of evidence accumulation and away from exact answers. Therefore,

one must perform information integration on the fly over perhaps millions of information

sources” [62].
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2.2.3 Schema-less Databases

The pressure towards the provision of principled solutions for the challenge of managing

semantically heterogeneous data is also present from the data modelling perspective. It

is recognised [63, 64] that the problem of data modelling encompasses issues that may

not be amenable to formalization, and that the supporting practices are not followed in

reality [63]. This is corroborated by Brodie & Liu [5] which reported in their survey that

while 90% of all information systems inside 10 Fortune 100 companies are relational, no

single instance of an entity-relationship model was found. Modelling tools also may be

unable to cope with fast-varying world states [65].

In this context Badia argues that, “in a very real way, we have entered a post-methodological

era as far as the design of information systems is concerned. The emergence of the Web

has coincided with the death of the dominant methods based on the analytic thought and

lead to the emergence of sense-making as a primary paradigm”. This points to the cen-

trality of search as an evidence gathering activity in the Web scenario. These facts show

that data environments are evolving from rigidly defined prescriptive schemas (where

the data is forced into a fixed semantic model, in the form of a semantic contract) to

a descriptive model (where the author describes what is intended in the schema) [54],

which provides more adaptable, flexible, and extensible approaches [63]. As Helland

notes [54], increasingly, schema definition is captured in the ‘name’ of a name/value pair

in a descriptive fashion: we are moving from SQL DDL to XML/pair-value. As systems

evolve in the direction of large-scale, multi-domain and distributed systems, adaptability

and flexibility offer more value than crispness and clarity [63].

The ability to naturally evolve and extend the model and also to support information

incompleteness is an important requirement in this new scenario. This requirement

points into the direction of a data model perspective which embraces an open world

assumption [63]. With this level of flexibility and extensibility, models could be created

collaboratively [63], supporting database designers to address the long tail of data variety.

This need of extensibility and dynamic schemas is supported by the emergence of schema-

less platforms.

2.3 The Vocabulary Problem & Schema-agnostic Queries

2.3.1 The Vocabulary Problem for Databases

The vocabulary problem [9] is a recurrent problem in the communication between hu-

mans and information systems, where humans’ information needs and intents need to be
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mapped to symbols accessible to users through the system interface. The symbols refer

to different computational resources and structures, such as database schema elements,

commands, configuration parameters, filenames, among others. According to Furnas et

al. [9]:

“... Many functions of most large systems depend on users typing in the right words. New

or intermittent users often use the wrong words and fail to get the actions or information

they want. This is the vocabulary problem. It is a troublesome impediment in computer

interactions both simple (file access and command entry) and complex (database query

and natural language dialog).”

Furnas et al. analyses the vocabulary usage variability in 6 tasks, where different popu-

lations of users are asked to name objects and actions in different domains. The domains

involved information objects that a generic user might want to access on a computer and

were all of modest size (5-200 objects) [9]. Furnas et al. found that if a person assigns

the name of an information resource, other untutored people will fail to access it on 80%

to 90% of their attempts [9]. Their experiments focused on scenarios where the set of

access terms items are distinct. In many scenarios, there is a high likelihood that there

is an overlap between different keywords present in multiple access terms, introducing

ambiguity and decreasing the probability of a correct term selection. Under the same

tasks, improved naming schemes based on popularity account for failures in 65-85% of

the time. Furnas et al. propose unlimited aliasing as the solution for untutored vocab-

ulary driven access where many different aliases for access terms are provided. They

conclude that “... Thus aliases are, indeed, the answer, but only if used on a much

larger scale than usually considered.” [9].

Furnas et al. [9], however, explored scenarios which are limited in the number of ob-

jects and on their compositional/descriptive complexity (number of words to describe a

resource). The impact of the vocabulary problem in a specific human-system commu-

nication scenario is dependent on the complexity of the system vocabulary (number of

symbols, possible combinations between symbols). The increasing availability of com-

putational resources, the emergence of the Web and of mobile platforms, the increasing

accumulation of software artefacts and data, brings the vocabulary problem today to a

new scale.

The process of schema-agnostic database querying for large-schema databases is a chal-

lenging instance of the vocabulary problem.
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2.3.2 Schema-agnostic Queries

Schema-agnostic queries can be defined as query approaches over structured databases

which allow users satisfying complex information needs without the understanding of

the representation (schema) of the database. Similarly, Tran et al. [6] defines it as

“search approaches, which do not require users to know the schema underlying the data”.

Approaches such as keyword-based search over databases allow users to query databases

without employing structured queries. However, as discussed by Tran et al [6]: “From

these points, users however have to do further navigation and exploration to address

complex information needs. Unlike keyword search used on the Web, which focuses on

simple needs, the keyword search elaborated here is used to obtain more complex results.

Instead of a single set of resources, the goal is to compute complex sets of resources and

their relations.”

Despite being present as an implicit requirement for different types of query mechanisms,

schema-agnostic queries and their semantic matching implications have not been explic-

itly defined in the existing literature. This work fills this gap, by analysing the semantic

heterogeneity dimensions and the semantic matching problem under the schema-agnostic

query scenario.

The development of approaches to support natural language interfaces (NLI) over databases

have aimed towards the goal of schema-agnostic queries. Complementarity some ap-

proaches based on keyword search have targeted keyword-based queries which express

more complex information needs. Other approaches have explored the construction of

structured queries over databases where schema elements can be relaxed. All these ap-

proaches (natural language, keyword-based search and approximate structured queries)

have targeted different degrees of sophistication in addressing the problem of supporting

a flexible semantic matching between queries and data, which vary from the completely

absence of the semantic concern to more principled semantic models, the latter usually

developed in the scope of the Natural Language Processing (NLP) community.

Most discussion on semantic matching for schema-agnostic queries has targeted a systems

perspective (as in the NLI/QA over databases literature). This work argues that schema-

agnostic queries demand new perspectives of semantics for databases, including new

semantic models and associated semantic matching algorithms. The proposal of a new

semantic model to support schema-agnostic queries is the object of investigation of

Chapters 4 and 6.
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2.3.3 Querying Semantically Heterogeneous Data

This new database perspective which is shaped by the demands of coping with contem-

porary data management challenges, should be seen as a complementary perspective to

the classical database perspective, responding to complementary demands.

Classical relational databases offer crisp and accurate answers for relatively small amounts

of homogeneous data [54], typically managed in a centralised way. This paradigm defined

the use of structured query languages (such as SQL) as the primary way to interact with

the data. Below, the assumptions related to the user-data interaction behind structured

queries are revisited:

1. Clean, semantically homogeneous & centralized schema: As schemas are managed

in a decentralised way, different conceptualisations may exist in the same schema.

“We can no longer pretend to live in a clean world ....” [54]. “Unless the reader

of a message or document is specifically programmed for it, there will likely be

confusion. The meaning of the message, the interpretation of its fields, and much

more will be subject to approximation and a loss of clarity. Different companies,

different countries, and even different regions within a country have different un-

derstandings of data” [54].

2. Manual query-schema mapping: Most of the interaction with structured data is de-

pendent on a manual mapping between elements of a structured query and schema

elements. With the growth in the schema-size and in the number of available data

sources, the cost associated with this manual mapping process becomes prohibitive

(Figure 2.2).

3. Absolute precision/full recall in a single query: As schemas grow and as users cross

databases boundaries, the cost associated with building structured queries expo-

nentially grows. In this scenario the expectation of getting a correct and complete

answer in a single interaction should be exchanged by approximate answers which

are obtained through multiple interactions. As Helland states [54] “Too much, too

fast-you need to approximate”.

4. Rigid data access view: Typically users access databases with the help of a struc-

tured query language such as SQL or SPARQL or mediated by domain-specific

applications which provide the interface to pre-defined structured queries. The

mediation through a domain specific application provides a constrained view over

structured data under a specific context of use. Providing direct query capabilities

for users, maximizes the utility of data under different contexts of use.
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The change of these assumptions deeply impacts the usability, semiotics and semantics

perspectives of databases. From a usability perspective, users should be able to interact

with databases under a schema-agnostic perspective, i.e., being abstracted from the

representation of the data. A schema-agnostic query mechanism depends on a new

perspective of semantics for databases which depends on the analysis of three dimensions:

1. Revisit the semantic homogeneity assumptions behind databases, providing a model

which is able to capture and represent semantic heterogeneity.

2. Provide a model which can support a universal schema-agnostic query-database

semantic matching mechanism.

3. Analyze the interaction aspects implied by this new semantic model, i.e. shifting

from the expectations of absolute answer completeness and correctness in a single

query to an approximate multi-stage interaction approach.

These dimensions are expressed in [5], [54], [4] and are better individuated is this work

in the context of schema-agnostic queries. The construction of this supporting model is

analysed in Chapter 4.

2.4 Data Models

2.4.1 Introduction

Different databases abstractions have been created to cope with different representa-

tional and operational demands. The multiplicity of data model categories represents a

natural specialisation to cope with different data management requirements. Under the

scope of this thesis, the analysis, the formulation and evaluation of a schema-agnostic

query approach is grounded on a reference data model. In order to maximize the utility

of the associated scientific results, the selection of the reference data model obeys the

following criteria:

1. Ability to represent large, complex & heterogeneous conceptual models:

Associated with the representation trends in data management and with the data

environment which motivates schema-agnostic queries.

2. Ability to represent and map other data models: Maximizing the generality

and transportability of the results.
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3. Adoption in test collections suitable for schema-agnostic queries: Maxi-

mizing the comparability of the query approach.

Below the selection of the reference data model is described and analysed according to

the criteria defined above.

2.4.2 Relational Databases

The relational model for database management is a data model based on first-order

predicate logic, formulated and proposed by Codd [66]. In the relational data model

data is represented as tuples and grouped into relations. The motivation behind the

relational model is to provide a declarative method for specifying data and queries. The

relational model emerged to define a model for describing data in terms of its natural

structure, without superimposing any additional data management structure. According

to Codd [66], “it provides a basis for a high level data language which will yield maximal

independence between programs on the one hand and representation and organization of

data on the other”.

The relational model’s central idea is to describe a database as a collection of predicates

over a finite set of predicate variables, describing constraints on the possible values and

combinations of values. The content of the database is a finite logical model of the

database, i.e. a set of relations, one per predicate variable, such that all predicates are

satisfied.

The fundamental assumption of the relational model is that all data is represented as

mathematical n-ary relations, an n-ary relation being a subset of the Cartesian product

of n domains. In the mathematical model, reasoning about the data is done in two-

valued predicate logic, meaning there are two possible evaluations for each proposition:

either true or false. Data are operated upon by means of a relational algebra.

In the relational model a tuple is an ordered set of attribute values. An attribute is an

ordered pair of attribute name and type name. An attribute value is a specific valid

value for the type of the attribute which can be either a scalar value or a more complex

type [66].

A table is a visual representation of a relation and a row maps to the concept of a

tuple. The consistency of a relational database is enforced, not by rules built into the

applications that use it, but rather by constraints, declared as part of the logical schema

and enforced by the Database Management System (DBMS) for all applications [66].
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Figure 2.3: Visual representation of elements of the relational model.

Despite its major adoption, relational databases have limitations for coping with the list

of data model requirements. These limitations are:

• Ability to represent large, complex & heterogeneous conceptual models:

– Limitation in the representation of sparse data. Relational models target the

representation of compact (non-sparse) data. A relation is defined by a rigid

set of attributes where the state of each attribute in a relation needs to be

defined by a value assignment, for each tuple. The representation of relations

which have larger set of attributes with optional value assignments demands

the DBMS to manage these optional attribute assignments. Additionally, the

table visual abstraction is not appropriate for relations containing potentially

thousands or millions of attributes.

– Schema rigidity. Relational models are based on the concept of a prescriptive

schema, which enforces the consistency of the data under a specific concep-

tual model. Relational models constrain the evolution of the schema.

– Complex data integration: The integration of relational databases under dif-

ferent schemas depends on a redefinition of the schema.

• Ability to represent and map other data models: Mapping is limited by

the maximum number of attributes for a table.

• Adoption in test collections suitable for schema-agnostic queries: Tang &

Mooney [67] provided the main test collection for natural language over databases,

covering three domains. Its main limitation is schema size (for example the geog-

raphy database contains 9 relations, 28 attributes).
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Figure 2.4: Layered Semantic Web model.

2.4.3 Semantic Web Databases & Linked Data

New data models emerged to facilitate the deployment of decentralized, large-schema,

sparse and schema-less data environments. More prominently the effort associated with

the creation of a Semantic Web / Linked Data Web have motivated and catalyzed the

development of standardized data models which can support the SCoDD conditions.

The Semantic Web is based on the vision of the construction of a Web-scale distributed

data representation and reasoning infrastructure which could support the development

of intelligent applications and agents [68]. The vision of the Semantic Web is grounded

on a standards-based data representation, consisting of layers of different knowledge rep-

resentation concerns (Figure 2.4 [69]1). The bottom layers cover the definition of iden-

tifiers (URIs), a standardized graph data model (the Resource Description Framework

(RDF)) and its associated serialization format under the eXtensible Markup Language

(XML), its typing and taxonomical system (RDF-Schema (RDF(S)) and the associated

structured query language (SPARQL) [29]. The upper layers cover the representation of

logical constructs (Web Ontology Language (OWL) [70]) and rules representation (Rules

Interchange Format (RIF) [71] and the Semantic Web Rule Language (SWRL) [72]).

The problems associated with ensuring logical consistency and reasoning performance

at Web-scale, strongly limited the adoption and growth of the Semantic Web. In order

to increase its adoption, Berners-Lee [73] proposed a simplification over the previous

Semantic Web representation scheme, by concentrating on the data model representation

layers (lower layers of the Semantic Web stack), focusing on the mapping and publication

1Image taken from http://www.iro.umontreal.ca/~lapalme/ForestInsteadOfTheTrees/HTML/ch07.html

http://www.iro.umontreal.ca/~lapalme/ForestInsteadOfTheTrees/HTML/ch07.html


Chapter 2. Semantic Heterogeneity & Schema-Agnostic Queries 40

of existing datasets available in data silos. This simplification defined the vision of

a Linked Data Web, targeting the creation of a Web of structured data based on a

standardized data model (RDF(S)). Since the conception of the Linked Data Web vsion,

datasets covering different domains have been exposed as Linked Data (Figure 2.5),

showing a consistent adoption curve [74].

Linked Data provides a framework for a decentralised pay-as-you-go structured data

integration, where the minimum level of integration is provided by the standardised

data model representation and where the URIs and the Domain Name Systems (DNS)

provide a global-level identification scheme, which facilitate the referencing of data en-

tities among different datasets. Differently from the relational model, which depends

on a schema-level data integration, the Linked Data Web is based on an entity-centric

data integration model, where URIs representing objects or concepts can be reused or

reconciled among different datasets. The entity-centric data integration facilitates the

co-existence of different perspectives and points of views of entities and a decentralized

evolution of the data. Complementarily, the use of Linked Data vocabularies, the specifi-

cation of conceptual models for a domain under the RDF(S) model, are used to facilitate

the interoperability and semantic integration among different datasets for specific do-

mains. Vocabularies are used under a descriptive, instead of a prescriptive perspective:

instead of being a semantic contract as in the relational model, the vocabulary works as

a semantic recommendation for a conceptualization.

The publication of Linked Data is summarized under the Linked Data principles [75]:

1. Use URIs as names for things.

2. Use HTTP URIs so that people can look-up those names.

3. When someone looks-up a URI, provide useful information, using the standards

(RDF(S), SPARQL)

4. Include links to other URIs, so that they can discover more things.

Linked Data is an entity-centric model which allows an entity-based data integration

process which, together with the Web standards of RDF(S), URI and HTTP, defines a

de-facto integration model for the Linked Data Web.

The adoption and publication of Linked Open Data on the Web by different organi-

zations have created a set of concrete instances of SCoDD data environments (Figure

2.5) which are publicly available. These datasets provide a clear picture of the problems

which emerge under the SCoDD properties and opens a public space for research and
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Figure 2.5: Datasets available in the Linked Data Cloud circa 2011.

experimentation. For this reason, Linked Data is being adopted in the evaluation of

contemporary data environment challenges such as, question answering, entity search,

entity consolidation, among others.

• Ability to represent large, complex & heterogeneous conceptual models

([74, 75]):

– Support for the representation of sparse data: RDF(S) is based on a graph

data model, which supports a sparse data model.

– Schema flexibility: RDF(S) datasets are schema-less and can be evolved in

a decentralised manner.

– Entity-centric integration: Support for decentralised entity-centric data in-

tegration. From the perspective of small data publishers, the publication of

data under the Linked Data principles represents an overhead with regard

to the use of existing tools and formats (e.g. spreadsheets and csv files). In

this scenario, Linked Data and RDF(S) can be seen as a data integration

layer where there is a mapping between tabular files and RDF(S).

• Ability to represent and map other data models: Data in a relational or in

a CSV format can be systematically mapped to RDF [76].
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• Adoption in test collections suitable for schema-agnostic queries: Various

test collections for Linked Data are available, under SCoDD conditions based on

datasets with 1,000s or 1,000,000s of attributes: Question Answering over Linked

Data [77], Semantic Search Challenge [78, 79], INEX Question Answering track

[80].

The generality of RDF(S) in the representation of data under the SCoDD characteristics,

the ability of RDF(S) to map existing data models, including relational databases, csv

files, datalog, key-value pairs, the availability of real world datasets, the possibility of

describing complex conceptual models using RDF Schema, and its support as a data

model for a logical model, motivated the use of RDF(S) as the core data model for

grounding this work.

This thesis focuses on the use of the minimum number of RDF(S) data model constructs,

which are described in the next section.

2.4.4 The RDF(S) Data Model

Definition (RDF Triple). Let U be a finite set of URI resources, B a set of blank

nodes and a L a finite set of literals. A triple t = (s, p, o) ∈(U ∪B)× U × (U ∪ B ∪ L)

is an RDF triple where s is called the subject, p is called the predicate and o the object.

Definition (RDF Graph). An RDF graph G is a subset of G, where G = (U ∪B)×

U × (U ∪B ∪ L).

RDF Schema (RDF(S)) is a semantic extension of RDF. By associating predicates

to RDF elements such as rdfs:subClassOf, rdfs:subPropertyOf,rdfs:domain, rdfs:range,

rdfs:Class, rdfs:Resource, rdfs:Literal, rdfs:Datatype, etc., RDF(S) allows to express sim-

ple taxonomies and hierarchies among properties and resources, as well as domain and

range restrictions for properties. The following definitions based on the notation of Eiter

et al. [81] provides summarized description of RDF(S). A more complete formalization

of the RDF(S) Semantics can be found in [81].

Definition (Class). The set of classes C is a subset of the set of URIs U such that

∀c ∈ C:

∀c(triple(c, rdf : type, rdfs : Class)) ⊃ triple(c, rdfs : subClassOf, rdfs : Resource)

(2.1)
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Definition (Domain and Range). The rdfs:domain and rdfs:range of a property p

in the triple t in relation to a class c are given by the following axioms:

∀s, p, o, c(triple(s, p, o)) ∧ triple(p, rdfs : domain, c) ⊃ triple(s, rdf : type, c) (2.2)

∀s, p, o, c(triple(s, p, o)) ∧ triple(p, rdfs : range, c) ⊃ triple(o, rdf : type, c) (2.3)

Definition (Instances). The set of instances I is a subset of the set of URIs U such

that ∀i ∈ I:

∀i(triple(i, rdf : type, rdfs : Class)) ⊃ triple(i, rdf : type, rdfs : Resource) (2.4)

2.4.5 Entity-Attribute-Value(EAV/Classes & Relations (CR))

RDF(S) can be abstracted into an Entity-Attribute-Value (EAV) data model.

“The EntityAttributeValue model (EAV) is a data model to describe entities where the

number of attributes (properties, parameters) that can be used to describe them is poten-

tially vast, but the number that will actually apply to a given entity is relatively modest”

[82]. The EAV model can be defined as a sparse matrix where only non-empty values

are stored [82]. From a practical perspective the EAV model is associated with open/-

dynamic schema databases. EAV can be seen as the more abstract data model behind

RDF(S) and Linked Data. An EAV data model is composed of three core elements

[82, 83]:

• entity: the element being described. In RDF(S) the entity maps to an instance.

• attribute: the attribute definition. In RDF(S) it an attribute maps to a property

or a class.

• value: The value assigned to an attribute. In RDF(S) it maps to an object which

can be an instance or value.

On the top of the EAV abstraction, RDF(S) also defines a canonical ordering of a triple

(s, p, o) and a rdfs:type relation which is used to assigning a unary predicate (class) to
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RDF(S) EAV/CR Relational Logical
Instance Entity Value Constant
Value Value Value Constant
Class Attribute Relation Unary predicate
Property Attribute Attribute Binary predicate

Table 2.1: Correspondence between the categories of the RDF(S), EAV, Relational
and First-order logic data models.

an instance. An EAV model with the characteristics above is named a EAV/CR (EAV

with Classes and Relationships).

2.4.6 Data Model Mappings

Table 2.1 describes the mappings between RDF(S), EAV, Relational data models. The

corresponding first-order logical elements are included as an abstract representation but

not discussed as a data model. This mapping provides a high-level correspondence

between the elements in the data model, informally defining a transportability between

the different data models.

2.5 Semantic Heterogeneity

2.5.1 Introduction

A database model is a simplified representation of objects from the real world. The

database model materializes a human conceptualisation (conceptual model) which is de-

fined by a specific set of system requirements, under a database representation framework

(Kashyap & Sheth, 1996 [27] and Garcia-Solaco et al, 1993 [84]). The conceptual model

reflects a subset of this conceptualisation, representing individuals, their categorisations,

properties and relationships.

Semantic heterogeneity in databases represent differences in the real world interpretation

of context, meaning, and use of data and occur during the designers task of translating

conceptualisations of the real world into database-level representations. It reflects data

model, schema construction, and data inconsistencies in the conceptual and database

worlds (Kim et al., 1993 [85], Hammer and McLeod, 1993 [86], Kashyap & Sheth, 1996

[27], Garcia-Solaco et al., 1996 [84]).
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2.5.2 Intrinsic Causes of Semantic Heterogeneity

This section provides a synthesis of the conceptual framework for modelling the causes

behind semantic heterogeneity in databases. The works of (George, 2005 and Sheth &

Larson, 1990 [87, 88]) are the main references on the investigation of the intrinsic causes

of semantic heterogeneity. The list below summarizes the main causes for semantic

heterogeneity according to [87, 88]:

1. Design Autonomy: Design autonomy can be reflected in differing designer in-

fluences and perception of the universe of discourse, data model representation

(model and query language), naming conventions, semantic interpretation of data,

and constraints applied (Batini et al., 1986 [89], Sheth & Larson, 1990 [88]).

2. Development Autonomy: “Islands of development occur where organisations have

evolved as collections of distinct, autonomous departments with disconnected sys-

tems; each pursuing its own IT infrastructure” (Lamb & Davidson, 2000 [90]).

Alternatively, a database structure may be simply too complex to be modelled by

one designer.

3. Different Universes of Discourse (Context): The interpretation of a term is in-

trinsically dependent on the universe of discourse (context) where it occurs. In

databases and information systems, the context may not be explicitly and formally

represented within the scope of a system (it can be defined in other systems or

artefacts or at the human user level).

In addition to the intrinsic causes, there are environmental impact factors which increase

the probability of semantic heterogeneity:

1. Schema size: The number of concepts expressed in the conceptual model and

materialized in the database model.

2. Conceptual complexity: The number of different domains and concepts expressed

in the conceptual model.

3. Domain variability: Degree of subjectivity in the description of a domain. Number

of possible representations in the description of the conceptual model.

4. Conceptual dynamics in the domain: The amount of changes in the conceptual

model over a period of time.
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Conceptual dynamics in the domain

Figure 2.6: Intrinsic causes of semantic heterogeneity.

The presence of the environmental factors provide the indication of a higher probability

of semantic differences between datasets or between query and data. Figure 2.6 depicts

the causes of semantic heterogeneity.

2.6 Dimensions of Query-Database Semantic Heterogene-

ity

Most of the analysis on semantic heterogeneity have been done in the context of data/schema

integration providing a comprehensive analysis of the dimensions involved in semantic

heterogeneity between two datasets. Different works modelled data semantic hetero-

geneity (Colomb, 1997 [91], Parent & Spaccapietra, 1998 [92]). Other works defined

classifications focusing on schema conflicts (Sheth & Kashyap [27]). Sheth & Kashyap

[27] and George [87] provide comprehensive semantic heterogeneity taxonomies which

grounds the semantic heterogeneity discussion of this work. The problem of semantically

matching a schema-agnostic query and a database has commonalities to the problem of

aligning elements between two datasets. The specificity of query-database alignments,

however, lies on the asymmetry between the level of available contextual information

and different structural levels between query and database.

The classification of the semantic heterogeneity or query-database semantic differences

is fundamental for understanding the challenges that a semantic mechanism support-

ing a schema-agnostic query should cope with. This section discusses and classifies

the dimensions of semantic heterogeneity in the context of the gap between query and

database, organizing them into a taxonomy of query-database semantic differences. The

construction of the taxonomy of query-database differences is guided by the following

methodology:
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1. Listing of concepts expressed in the existing semantic heterogeneity taxonomies

(George [87], Colomb [91], Parent & Spaccapietra [92], Sheth & Kashyap [27]).

2. Elimination of concepts which were not relevant in the context of the query-

database semantic differences.

3. Alignment between concepts which are equivalent.

4. Merging and renaming of equivalent concepts.

The categories for the taxonomy for query-database lexico-semantic differences are de-

scribed below. The taxonomy categorizes different types of semantic differences between

query terms and corresponding database elements, assuming that there is a valid seman-

tic mapping between them. Figure 2.7 shows the taxonomy of query-database semantic

differences, while Figure 2.8 shows different examples query-database semantic differ-

ences.

1. Synonym: Different lexical expressions mapping to the same concept (e.g. cus-

tomer → client).

2. Lexical Differences: Lexical expressions with the same stem or with similar strings

mapping to strongly related concepts.

3. Conceptual Differences: Distinct but related concepts under different lexical ex-

pressions in which the alignment satisfies the query information need.

(a) Taxonomical Differences: Differences in the core abstract structures between

the database representation and the abstraction used in the query. ‘Presi-

dentOfTheUnitedStates’ and ‘AmericanPoliticians’ express two different sets

where the former set is contained in the second. In some cases the abstrac-

tion level expressed in the query may be different from the dataset and only a

semantically approximate result can be returned. In this case users may need

to verify the suitability of the approximation. Two entities are semantically

similar if they are under the same taxonomical structure.

(b) Non-taxonomical Differences: A concept in the query and a concept in the

database can represent distinct but strongly related concepts in the context of

the query. For example the correspondence between ‘married’ and ‘spouse’.

Two entities are semantically related if they have a non-taxonomical and

non-synonymic semantic relationship.
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4. Compositional/Predication Differences: Information may be expressed as differ-

ent compositions of different database elements or predicate structures. ‘Presi-

dentsOfTheUnitedStates’ can be expressed as a single predicate or as a composition

of the binary predicate ‘president’ and the instance ‘UnitedStates’.

5. Functional Differences: Aggregated information may be already conceptualised

in the database or may need to be computed based on existing data. For the

example query in Figure 2.8(3), the predicate ‘numberOfKids’ could be expressed

directly on the database or may need to be computed as an aggregation function

over statements containing the predicate ‘child’. Superlatives are also examples

of concepts which can be expressed either as predicates or through functions (e.g.

‘highest’ mapping to ‘elevation’ ) in Figure 2.8(6).

6. Convention Differences: Consists of differences in the conceptualisation of the

values and units used (RGB vs. HSV color scheme), numerical vs. non-numerical,

dates, dimension, units of measure and scale differences (units of measure, volume,

weight, size, currency, e.g. miles vs. kilometres, Celsius vs. Fahrenheit), unique

identifiers (employer name + birthdate vs. employer ID).

7. Null Mappings: Consists of a null mapping from a query term to a database

element or vice-versa.

8. Intensional Differences: Consists of different intensional definitions expressed by

the same term. An intensional definition consists of the properties that a term

must satisfy. The definitions for ‘taxable revenue’, ‘age of majority’ and ‘econom-

ically active population’ are concepts which are likely to vary between different

regions, and although representing similar concepts they have different definitional

properties (for example ‘economically active population’ might be defined by dif-

ferent combinations and values associated with age limit, job status and minimum

salary).

9. Contextual Differences: Consists of differences in the context in which a an align-

ment holds. The predicate ‘most awarded actor’ can vary for different time spans

and countries.

The classification previously described focuses on a single language and single data

model query scenario. Schema-agnostic queries might include cross-language and cross-

data models queries.

In order to address the vocabulary problem, schema-agnostic query approaches depend

on the ability to match queries to database elements. The next sections formalizes the
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Figure 2.7: Taxonomy of lexico-semantic differences.

problem of semantic matching using the concept of semantic tractability developed by

Popescu et al. [55] and its extension proposed in this work (semantic resolvability).

2.7 Semantic Tractability

2.7.1 Basic Concepts

Definition 2.1 (Data Model). A data model DM is a set TDM of data model types

and relations RDM between these types.

Definition 2.2 (Dataset). A datasetDS is a data collection which is represented under

a data model DM .

Definition 2.3 (Dataset Lexicon). The dataset lexicon LexDS of DS is a tuple of

(t0, · · · , tn) where ti ∈ TDM.

Definition 2.4 (Query). A schema-agnostic query q can be represented by a query

Q that is a tuple (Tokenq, Attq) where Tokenq is the ordered set of tokens that form

the question q and Attq : Tokenq → Tokenq is the attachment function (syntactic

relationship) between elements in Tokenq.

Definition 2.5 (Interpretation of a Query). An interpretation of a query Q is a tuple

Qstruct = (E,R,L,Op, V ), where E are a set of database elements mapped to the query,

R is an ordered set of syntactic n-ary associations between elements in E, L is a set of

logical operators, Op is a set of functional operators and V is a set of binding variables.

A valid interpretation of Q is a statement that satisfies a number of conditions (de-

pending on the semantic model used) connecting the query tokens to the dataset lexicon.
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Query: How many children does Barack Obama have?

Barack Obama child Malia Ann Obama

Barack Obama child Natasha Obama
DB:

Answer: 2

Query: Is Bill Clinton married?

Bill Clinton spouse Hillary ClintonDB:

Answer: Yes

Query: Who is the wife of Bill Clinton?

Bill Clinton spouse Hillary Clinton

wife subPropertyOf spouse

DB:

Answer: Hillary Clinton

Query: Who is the spouse of Bill Clinton?

Bill Clinton spouse Hillary ClintonDB:

Answer: Hillary Clinton

1 2

3 4

Semantic Gap class: Non-taxonomical

Semantic Matching:

<Conceptual mapping, External KB, Absolute, 1:1, 

Sufficient context>

Semantic Gap class: Aggregation/Functional

Semantic Matching:

<String / Functional mapping, No external KB, Absolute, 

1:1, Sufficient context>

Semantic Gap class: Taxonomical

Semantic Matching:

<Generalization, No external KB, Absolute, 1:1, 

Sufficient context>

Semantic Gap class: Identical

Semantic Matching:

<Trivial mapping, No external KB, Absolute, 1:1, 

Sufficient context>

Query: Give me all American presidents.

Barack Obama occupation president

Barack Obama nationality United States
DB:

Answer: Barack Obama

5

Semantic Gap class: Predication/composition, 

conceptual

Semantic Matching:

<Conceptual, External KB, Absolute, 1:1, Sufficient 

context>

Query: What is the highest mountain?

DB:

Answer: Mount Everest

6

Mount Everest elevation 8848.0

K2 elevation 8611.0

Semantic Gap class: Non-taxonomical, Functional

Semantic Matching:

<Conceptual / Functional, External KB, 1;N, 

Approximate / ambiguous*, Sufficient context>

Query: Who are the grandchildren of Elvis Presley?

DB:

Answer: Danielle Riley Keough, ...

7

Elvis Presley children Lisa Marie Presley

Lisa Marie Presley children Danielle Riley Keough

Lisa Marie Presley children ...

Semantic Gap class: Non-taxonomical, Functional

Semantic Matching:

<Conceptual, External KB, 1:1, Approximate/ 

ambiguous, Sufficient context>

Query: Give me all people named James?8

DB:

Answer: James Joyce

James Joyce name ‘James Joyce’

Semantic Gap class: Lexical

Semantic Matching:

<Lexical, No external KB, 1:1, Sufficient context>

Op:   count

Op:   sort by desc, top most

Figure 2.8: Classification of existing queries according to the lexico-semantic differ-
ences and semantic mappings.

Definition 2.6 (Syntactic Mapping). Given a data model DM and a query Q with

interpretation Qstruct, a mapping function m(Q,DM) : Tokenq → E which defines the

possible syntactic realizations of Q under DM can be defined.

The syntactic interpretation of a query Q, denoted by I(Q,DM) are the possible real-

izations of Q under the data model DM, such that I(Q,DM) is semantically equivalent

to Q.
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2.7.2 Semantic Tractability

Popescu et al. [55] defines a framework to evaluate the reliability of a NLI, formally

defining the properties of soundness and completeness and identifying a class of semantic

tractable natural language queries. Semantic tractability essentially expresses that there

should be a syntactic correspondence between the syntactic structure of the query and

the syntactic structure of the database.

Definition 2.7 (Semantic tractability). Given a query Q and a dataset DS with lexicon

LexDS , we construct a query-dataset mapping map(Q,DS) : Tokenq → LexDS . A query

Q will be considered semantically tractable whenever such mapping exists.

The concept of semantic tractability assumes that there is a one-to-one perfect synonym

mapping between the query and database lexicon which preserves the dataset predicate-

argument structure induced by the lexical categories of the query, leaving the problem of

conceptual matching and more complex syntactic matching out of the definition. This

unambiguous synonymic correspondence which is one of the conditions for semantic

tractability cannot be guaranteed in a large schema/schema-less database query scenario,

where the database lexicon is potentially very large. Figure 2.9 shows an example of a

natural language query and its potential corresponding and conceptual expressions over

an example dataset.

Additionally, with a large vocabulary variation it is also not possible to guarantee an

syntactic correspondence between query and database, rendering a significant part of

the queries to the status of being not semantically tractable. In order to extend this

classification we define the concept of semantic resolvability to cope with other category

of semantic mappings.

2.8 Matching Schema-Agnostic Queries

2.8.1 Semantic Resolvability

In order to define a broader class of query-dataset mappings, a semantic Knowledge

Base (KB) which supports the Tokenq → LexDS mapping is introduced.

Definition 2.8 (Semantic Knowledge Base (KB)). A semantic knowledge base MΣ

with signature Σ = (R, E) is a collection of concepts constructed using two finite sets of

symbols representing relations (and properties) r ∈ R and entities e ∈ E .
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First African-American President

Barack Obama

African-AmericanBarack Obama

ethnic group

2008-2014

years in 

presidency

President
occupation

United States

country

2-PREDICATE0 (CONSTANT0, CONSTANT1) Ʌ

2-PREDICATE1 (CONSTANT0, CONSTANT2) Ʌ

2-PREDICATE2 (CONSTANT0, CONSTANT3) Ʌ

2-PREDICATE3 (CONSTANT0, CONSTANT4)

Possible Syntactic Mappings (Predicate-argument)

type

2: First African-American President (Barack Obama)

country (United States)

occupation (Barack Obama, President) Ʌ

ethnic group (Barack Obama, African-American) Ʌ

years in presidency (Barack Obama, 2008-2014) Ʌ

country (Barack Obama, United States)

1-PREDICATE0 (CONSTANT0) Ʌ

2-PREDICATE1 (CONSTANT0,CONSTANT1)

African-American President

Barack Obama

type

United States

country

Who is the first African-american president of the United States?NL Statement:

1: African-American President (Barack Obama)

country (United States)

3:

2008-2014

years in 

presidency

Possible Syntactic Mappings (RDF)

“true”

Barack Obama

isAfricanAmerican

Figure 2.9: Example of predication differences associated with the database repre-
sentation derived from a natural language statement.

Definition 2.9 (Associated Semantic KB). Given a semantic KB MΣ with signature

Σ = (R, E) and a lexicon Lex, we say thatMΣ,Lex = (MΣ, f) is the associated semantic

KB wrt Lex whenever f is a mapping defined by

f : Lex→ (R∪ E)

A mapping fcpt from concepts inMΣ,Lex to concepts inMΣ can be defined using f as

follows:

fcpt(c(e0, · · · , en)) = f(c)(f(e0), · · · , f(en))

where f(c) ∈ R and f(e0), · · · , f(en) ∈ E .
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Definition 2.10 (Semantic Reachability). A concept rn ∈ MΣ is reachable from a

concept r0 ∈MΣ if there is an ordered sequence 〈r0, r1, · · · , rn〉 where for all i ∈ [0, n−1],

exist u ∈ [1, arity(ri)] and v ∈ [1, arity(ri+1)] such that proj(ri, u) = proj(ri+1, v) where

arity(r) means the arity of relation r and proj(x, y) represents the y-ary argument of

relation x.

A concept cn ∈ MΣ,Lex is reachable from a concept c0 ∈ MΣ,Lex whenever fcpt(cn) is

reachable from fcpt(c0).

Definition 2.11 (Query-Dataset Semantic Mapping). Given a query Q and a dataset

DS with lexicon LexDS , a query-dataset semantic mapping wrt an associated semantic

KBMΣ,T okenq is a mapping

map(Q,DS,MΣ,Tokenq )
: Tokenq → LexDS

such that ∀c ∈ Tokenq, if Depq(c) = d then fcpt(d) is reachable from fcpt(c).

Definition 2.12 (Semantic Resolvability). A query Q is semantically resolvable to a

dataset DS when ∀ti ∈ Tokenq exists a semantic mapping map(Q,DS,MΣ,Tokenq )
under a

semantic KBMΣ which satisfies the syntactic constraints in Depq and DS.

Definition 2.13 (Resolved Schema-Agnostic Query). A query Q over a dataset DS

is a resolved schema-agnostic query if there is a semantic KB MΣ which makes it

semantically resolvable to DS.

2.8.2 Semantic Mapping Types

In the previous section the concept of semantic mapping was introduced without the

analysis of the types and conditions involved in the semantic mappings supported by the

semantic KB. However, under realistic scenarios, semantic mapping approaches will need

to cope with inconsistent, incomplete semantic KBs and ambiguous, vague queries and

databases. This work builds upon the basis developed in the context of schema matching

(in particular adapting the work of Kashyap & Sheth [27]) to provide a classification for

different types of query-dataset mappings.

Definition 2.14 (Semantic Mapping Type). Given a queryQ, a datasetDS with lexicon

LexDS and a query-dataset semantic mapping map(Q,DS,MΣ,Tokenq )
, for all ti ∈ Tokenq,

the semantic mapping type of (ti, ei), where

ei = map(Q,DS,MΣ,Tokenq )
(ti), is defined by the tuple (AP,PS,M,SE , CT ,MC), where:

1. Abstraction Process AP: is defined as a mechanism used to map the concept

associated with ti to the concepts associated with the database elements ei.
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(a) Trivial: A semantic mapping is trivial if the lexical expression of ti is identical

to the lexical expression of ei and both ti and ei have a single word sense.

(b) Lexical: A semantic mapping is lexical if ti and ei have a common morpho-

logical root r.

(c) Synonymic: A semantic mapping is synonymic if ti and ei are synonyms and

have the same lexical category.

(d) Generalization/Specialization:

i. Generalization: A semantic map is a generalization if ei is a superclass

of ti.

ii. Specialization: A semantic map is a specialization if ei is a subclass of

ti.

(e) Conceptual: A semantic map is a conceptual mapping if ti and ei are non-

taxonomically related and if there is a non-taxonomical inference process

supporting ti and ei.

(f) Functional/Aggregation: A semantic mapping is functional if there is a func-

tional operator opj which maps to ti.

2. Predicate Structure PS: Maps to differences in the associated predicate-argument

structure from the projection of ti into the data model DM and the predicate

structure of ei.

(a) Predication preserving: If the predicate-argument structure between ti and

ei is preserved.

(b) Predication difference: If the predicate-argument structure between ti and

ei is not preserved.

3. Semantic Knowledge Base M: Consists of the existence of a semantic knowledge

base supporting the semantic mapping.

(a) Self-sufficient: The semantic mapping does not depend on a knowledge base

external to the dataset.

(b) Dependent on External Knowledge Base: The semantic mapping depends on

a knowledge base external to the dataset.
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4. Semantic Evidence & Uncertainty SE: Consists of the categorization of the map-

ping according to the supporting semantic evidence and uncertainty in the query,

dataset, and in the semantic KB .

(a) Absolute: A semantic mapping is absolute if for every possible context, the

ti maps to ei. An absolute mapping is independent of the context provided

by the query and by the dataset.

(b) Context resolvable: A semantic mapping is context resolvable if there is a

mapping between ti and ei which is uniquely determined by the query and

the dataset context.

(c) Ambiguous: A semantic mapping is ambiguous if ti maps to different dataset

elements ei · · · ei+n, where ei · · · ei+n have meanings which do not generate

valid interpretations for the query.

5. Context CT : Consists of the query context Qcontext = {ti | ti ∈ Tokenq} and the

dataset context DSContext = {ei | ei = map(Q,DS,MΣ,Tokenq )
(ti)}

(a) Sufficient: The context is sufficient to determine the query-dataset mapping

given context-resolvable semantic evidence scenario.

(b) Insufficient: The context is insufficient to determine the query-dataset map-

ping given context-resolvable semantic evidence scenario, leading to ambigu-

ity or vagueness in the query-dataset semantic mapping.

6. Mapping cardinalityMC:

(a) Single mapping (1 : 1): A semantic mapping is a single mapping if

map(Q,DS,MΣ,Tokenq )
is a one-to-one map.

(b) Data redundant (1 : N): A semantic mapping is data redundant if

map(Q,DS,MΣ,Tokenq )
is a multi-valued map.

(c) Query redundant (N : 1): A semantic mapping is query redundant if

map(Q,DS,MΣ,Tokenq )
is a many-to-one map between Tokenq and DS.

(d) Query-data redundant (M : N): A semantic mapping is query-data redun-

dant if map(Q,DS,MΣ,Tokenq )
is a many-to-many relationship between Tokenq

and DS.

The concept of semantic tractability corresponds to the tuple (AP = {∗},PS = {Predication

Preserving},M,SE = {Absolute, Context Resolvable}, CT = {Sufficient},MC = 1 : 1),
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Figure 2.10: Semantic resolvability for different mapping types.
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Figure 2.11: Semantic relationships between different semantic mapping configura-
tions for abstraction and context (adapted from Kashyap & Sheth [27]).

which corresponds to a small subset of the possible mapping types. Figure 2.10 shows

levels of semantic resolvability for different mapping types and Figure 2.11 shows the

semantic relationships for different abstraction-level and contexts.

The process of assigning a database associated interpretation IDS(Q) to a schema-

agnostic query Q depends on coping with the semantic phenomena of term ambiguity,

structural ambiguity, vagueness and synonymy, given the query Q, the dataset DS and

the semantic KBMΣ.
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2.8.3 Discussion

In this section we provided a preliminary framework for modelling the semantic differ-

ences and the types of semantic mapping between schema-agnostic queries and struc-

tured databases. We generalised the semantic tractability framework proposed by Popescu

et al. [55] in two directions: (i) proposing a model which is data model independent

(in contrast with the relational focus on relational databases present in [55]) and (ii)

deriving a new set of categories for classifying query-database mappings. We argue that

the concept of semantic tractability maps to just a small subset of the possible query-

database mapping conditions leaving most of the types of schema-agnostic queries out

of the discussion. This work aims at providing a more comprehensive classification

framework based on the concepts of semantic resolvability and mapping types.

2.9 Chapter Summary

This chapter concentrates on the analysis of the changes in the database landscape, mo-

tivating how the growth in size, complexity, dynamicity and decentralisation of schemas

(SCoDD) are bringing fundamental demands for contemporary data management. These

demands strongly impact the effectiveness of existing approaches for querying large-

schema, semantically heterogeneous structured data. At the center of this problem is

the concept of semantic heterogeneity between query and databases, which defines the

vocabulary problem for databases. The dimensions and causes of query-dataset semantic

heterogeneity were analysed and adapted from previous literature work.

While the understanding of the motivation for schema-agnostic queries is progressively

becoming a known concern, there is a lack of categorization to express different semantic

challenges that a schema-agnostic query mechanism need to cope with. In order to ad-

dress this gap, this chapter introduced a classification system based on semantic mapping

categories, which define the degree of semantic resolvability of a schema-agnostic query,

i.e. the level of complexity involved in mapping a schema-agnostic query to a database.

The goal is to provide an initial classification framework which could both help in the

understanding of the challenges of schema-agnostic queries and on the scoping in the

evaluation of existing approaches.



Chapter 3

Literature Review

3.1 Introduction

This chapter provides an overview of different approaches for flexible querying and

searching over structured data. This analysis aims at providing an overview of the

problem from the perspective of different research areas (Information Retrieval, Natu-

ral Language Processing, Semantic Web and Databases). Since the problem of query-

ing large-schema/heterogeneous datasets is strongly emphasized in the Semantic We-

b/Linked Data literature, this analysis concentrates on the description of query and

search approaches under this scenario.

The set of works analyzed in the state-of-the-art query approaches for Semantic We-

b/Linked Data were selected based on their relevance for the discussion. Four subcat-

egories of query approaches were mapped: vector search models, approximate queries

for Semantic Web/Linked Data datasets, natural language queries over Semantic We-

b/Linked Data datasets and visual query interfaces for Semantic Web/Linked Data

datasets. Each analyzed work contains a description of the key features of the approach,

a description of its evaluation and a critical analysis based on the coverage of the core

requirements for schema-agnostic queries. The results of the state-of-the-art analysis are

summarized in Section 3.8, where the existing gaps in the literature in terms of research

and evaluation methodologies are described.

While natural language interfaces for Semantic Web/Linked Datasets have concentrated

more on addressing the semantic gap (a central concern for schema-agnostic queries)

other approaches have also introduced techniques for schema-agnostic queries, focusing

on complementary concerns such as performance and scalability. Additional literature

analysis is covered on Chapter 10, where uses of distributional semantic models in the

context of structured data are analysed.

58
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3.2 Requirements

This work focuses its contribution on the provision of a solution for addressing schema-

agnostic queries. This section provides a set of requirements for schema-agnostic queries

based on implicit and explicit requirements present in the literature. The list of require-

ments will be used in the analysis of the contribution and completeness of the proposed

query mechanism and in the analysis of related work.

This investigation uses three key references in the literature to support the list of require-

ments. Stuckenschmidt & van Harmelen [35], describe the key elements necessary for

query processing on the Semantic Web. According to Stuckenschmidt [93], conventional

database techniques are not sufficient to address the challenges involved in querying the

Semantic Web, and a set of five key elements (approximation, integration, discovery, de-

duction and transformation) are introduced as critical features that need to be present

in a query mechanism for the Semantic Web.

Lopez et al. [42] analyses the limitations of the current approaches for interacting with

Linked Data. Lopez et al. introduce a set of six key criteria that are used for ana-

lyzing paradigms to interact with the Web of Data: usability, expressivity, scalability,

mapping, fusion and ranking. The third work analyzed is the informal set of require-

ments introduced by Wang et al. [31] in the design of Semplore, an approximate query

mechanism for Linked Data. Wang introduces four requirements: imprecise information

needs, usability, scalability and data change (timeliness).

Complementing this initial set of requirements based on the literature, additional re-

quirements are introduced in order to provide a complete picture of the set of features

that need to be addressed by a schema-agnostic and expressive natural language query

mechanism for Linked Data. The set of additional requirements were collected from

generic and common requirements for search engines (performance/scalability, accura-

cy/completeness). Table 3.2 shows the requirements and their associated mappings in

the literature.
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Since this work concentrates on the semantic matching dimension for schema-agnostic

queries, the requirements timeliness of the data, ability to query distributed datasets and

dataset discovery are left out of the analysis scope of this work.

The final list of requirements for schema-agnostic queries are:

1. High usability & Low query construction time: Support for a simple and intuitive

interface for experts and casual users. Reference: usability in [42], [31].

2. High expressivity: Queries referencing structural elements and constraints in the

dataset (relationships, paths) should be supported, as well as operations over the

data (e.g. aggregations, conditions). Reference: expressivity in [42] and the query

expressivity in structured query mechanisms.

3. Accurate & comprehensive semantic matching: Ability to provide a principled

semantic matching addressing all the dimensions of the semantic heterogeneity

problem (abstraction, conceptual, compositional, functional). Semantic matching

with high precision and recall. Reference: approximation and transformation in

[93], mapping and ranking in [42], imprecise information needs [31].

4. Low setup & maintainability effort: Easily transportable across datasets without

significant manual adaptation effort. The query mechanism should be able to work

under an open domain and across multiple domains. Databases should be indexed

with a minimum level of manual adaptations. Minimization of user intervention in

the construction of supporting semantic resources used in the semantic matching.

Reference: usability in [31, 42].

5. Interactive search & Low query-execution time: Minimization of user interac-

tion/feedback effort in the query process. Users should get answers with interactive

response times1 for most of the queries. Reference: usability in [31, 42].

6. High scalability: The query approach should scale to large datasets both in query

execution and indexing construction time. The query approach should scale to a

large bumber of datasets. Reference: scalability in [31, 42].

3.3 Approaches for Querying Semantic Web/Linked Data

Datasets

Different approaches have been investigated in the process of searching and querying

Semantic Web/Linked Data datasets. Current techniques range from the application of

1an interactive query execution time is contrasted with a batch query execution time
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classical vector search models widely used under the information retrieval perspective

to approximation/constraint relaxation techniques applied to structured queries over

Semantic Web/Linked Data datasets.

This work categorizes existing approaches into four categories:

• Entity Search: Vector Space models for Semantic Web/Linked Data datasets;

• Approximate queries for Semantic Web/Linked Data datasets;

• Natural language queries for Semantic Web/Linked Data datasets;

• Visual query interfaces for Semantic Web/Linked Data datasets;

The sections below describes existing works in each category.

3.4 Entity Search: Vector Space Models for Semantic We-

b/Linked Data Datasets

Strategies inherited from the information retrieval space for unstructured data are used

in the creation of search engines for Semantic Web/Linked Data. The commonality

across these approaches are the use of vector space models/inverted indexes to search

over structured data. Most of the evaluation of entity search approaches focuses on the

measurement of query execution/indexing time. More recently, test collections such as

the Semantic Search Challenge [78] have been used to evaluate the quality of the results

of existing approaches. From the user interaction perspective entity search varies from

keyword-based search queries to hybrid keyword structured queries. In the rest of this

section, a set of prominent approaches under this category are described.

3.4.1 Sindice/SIREn (Tummarello et al. [94])

Description: Sindice [94] focuses on the provision of an entity-search service for Linked

Data. Instead of focusing on complex structured queries, Sindice focuses on an entity-

centric approach, where the search is targeted towards the retrieval individual instances,

classes and properties in the Linked Data Web. The approach used in SIREn, the

search engine behind Sindice, combines query-dependent and query-independent ranking

techniques to compute the final entity scores. The query-dependent score function uses

a variation of the TF-IDF weighting scheme (term frequency - inverse subject frequency :

TF-ISF) to evaluate individuals by aggregating the values of partial scores for predicates
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and objects. The TF-ISF scheme gives a low weight to less discriminative keywords

associated with entities. Additionally, the query-independent approach uses hierarchical

link analysis [95, 96] to rank entities using a two layered model of the Linked Data Web,

where the top layer is represented by datasets and their interlinking, and the lower layer is

composed of interlinked entities. The hierarchical random walk model takes into account

both dataset and entity level interlinking to compute the query-independent rank score.

SIREn supports three types of queries: keyword-based search (which abstracts users

from the structure of the data), semi-structured star-shaped queries (where elements

surrounding an entity are referred in the query: in this case the user depends on the

knowledge of the vocabulary behind the dataset), and a combination of the two previous

approaches, where users can query with a partial description of the data model.

Evaluation: SIREn is evaluated in two directions: in relation to the performance and

scalability of the indexing process and in relation to the performance and accuracy in

the search and ranking process. In the indexing evaluation part [95], Delbru et al.

measures the index size, insertion time, query execution time and scalability. In these

experiments SIREn is compared against triple stores (RDF-3X and Sesame) as baselines.

Two datasets are used: one generated from a random sampling of Sindice crawled data

(generating a final dataset containing 10M triples) and the MIT Barton Dataset [97]. On

the search and ranking side [95, 96], Delbru et al. conduct two experiments using as the

baseline algorithm a global version of EntityRank [95]. The first experiment focuses on

the investigation of the impact of link locality in the ranking process. The objective of

this experiment is to verify if the local approximation introduced in the proposed ranking

approach represents a good approximation to the global approach. In this experiment

DBpedia, Citeseer and Geonames are used. The second experiment performs a user

study to measure the effectiveness of the search algorithm, where users are asked to

evaluate the ranking effectiveness of the three ranking strategies by performing a well

defined search task.

Critique: The SIREn indexing approach is based on an adaptation of the TF-IDF

vector search models, under a Lucene-based2 inverted index infrastructure, providing a

scalable, high performance ranking solution for entity search. SIREn is not designed

to address complex structured queries and does not fully cover the query expressivity

requirement. The main search interface of SIREn is keyword-based but it does not

provide full expressive natural language queries. SIREn does not support expressive

schema-agnostic structured queries (e.g. coping with semantic differences between query

and vocabularies terms).

2urlhttp://lucene.apache.org
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3.4.2 SWSE (Harth et al. [33])

Description: SWSE is an entity-centric Semantic Web search engine, concentrating on

the analysis of a full architecture/data management infrastructure for a search engine

for the Semantic Web. The SWSE architecture includes components to crawl, inte-

grate, transform, enhance, index, query and navigate over multiple data sources. The

main components in the architecture of the system consist of query processing, ranking,

indexing manager components and an internal quad store (YARS2). YARS2 focuses

on scalability issues to enable federated queries over Web data. ReConRank [98] is

the approach used for ranking entities and consists of a contextual adaptation of the

PageRank/HITS algorithm to RDF data. OWL reasoning is provided by SAOR [99].

Evaluation: The evaluation of SWSE, its data repository (YARS2) and ReConRank

focuses on performance and scalability issues. In the case of SWSE, no quality of the

ranking results is performed. For the performance evaluation of ReConRank, 2.8GB of

data crawled from the Web was used for measuring the ranking computation time. The

experimental evaluation of YARS2 [100] focuses on the scalability features of the system,

including the evaluation of distributed join performance for variable result set sizes.

Critique: SWSE focuses on the provision of two types of services: keyword-based entity

search and SPARQL queries over data collected and integrated from the Web. The main

strength of the work is its focus on the provision of a high-performance and scalable

solution and the provision of an integrated architecture. The system does not target

schema-agnosticism: users need to be aware of the vocabularies behind the data to issue

complex queries over the aggregated data. Complex queries can only be executed using

SPARQL (low usability). The quality of the entity ranking approach is not evaluated.

SAOR is the OWL reasoning component of SWSE.

3.4.3 Semplore (Wang et al. [31])

Description: Semplore [31] is a search engine for Linked Data which uses a hybrid

query formalism, combining keyword search with structured queries. The system covers

different aspects of a solution for searching and querying Linked Data, including the

management of index updates and the use of user interaction through facets. The

Semplore approach consists in indexing the entities of the Linked Data Web using the

associated tokens and sub/superclasses as indexing terms. In addition to entity indexing,

Semplore focuses on indexing relations using a position-based index approach (PosIdx:

position based index) to index relations and join triples. In an inverted index, each

term is associated with a posting list of documents. For each of the documents there is
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a position list showing the position where the terms appear. In the PosIdx approach,

relation names are indexed as terms, subjects are stored as documents and the objects

of a relation are stored in the position list. For example, for a triple (s, p, o), the object

o is stored in the position list of the term p in the document s. Based on the proposed

index, Semplore reuses the IR engine’s merge-sort based boolean query evaluation method

and extends it to answer unary tree-shaped queries.

Evaluation: Semplore uses the LUBM [101] benchmark datasets for the evaluation of

its scalability. DBpedia [74] and YAGO [102] data is used in the evaluation of query

expressivity and performance. Query expressivity is evaluated by classifying the queries

into 5 query categories: single-atom queries, path queries, star-shaped queries, entity

queries and tree-shaped queries. These queries categories serve as the base for the

evaluation of the query execution time of the approach. The evaluation of the precision

and recall of the approach is limited. For this purpose, four query datasets are created:

QS1 contains 500 queries based on simple keyword-search; QS2 contains 1.242 queries

covering 621 simple relations in DBpedia; QS3 is composed of 287 queries involving

three constant relations and QS4 involves the manual creation of 20 queries based on

questions provided by 10 users.

Critique: Semplore focuses in the provision a scalable approach for expressive queries

for Linked Data. The core contribution of Semplore is the introduction of an indexing

mechanism for relations which allows the answering of complex boolean queries. The

Semplore approach is based on a VSM, being highly scalable and showing both high

performance for indexing and query execution. Query expressivity is evaluated under a

simple categorization, addressed with the paradigm of SPARQL queries in mind. The

concern with schema-agnosticism is partially covered by the introduction of ontology

based taxonomic enrichment of the terms in the index. The system is not evaluated in

terms of precision/recall under a schema-agnostic scenario. OWL reasoning is applied

before loading the data into the index, which provides the second mechanism for seman-

tic enrichment. The approach intrinsically copes with the ability to query distributed

datasets once datasets present on the Web are indexed.

3.4.3.1 Dong & Halevy [103]

Description: Dong & Halevy propose an approach for indexing dataspaces [103] al-

lowing queries that combine keywords and structural relations. The index structure is

designed to cope with two query types: predicate queries and neighborhood keyword
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queries. The first type of queries cover conjunctions of predicates and associated key-

words (e.g. (title ’Birche’), (author ’Raghu’), (publishedIn ’1996 Sigmod’)) while the

second type covers keyword searches over interrelated instances.

Dong & Halevy introduce four structured index types: attribute inverted lists (ATIL),

attribute-association inverted lists (AAIL), attribute inverted lists with duplication (Dup-

ATIL), attribute inverted lists with hierarchies (Hier-ATIL) and hybrid attribute inverted

lists (Hybrid-ATIL). All approaches are based on the introduction of additional structure

information as concatenated terms in the inverted lists. Taxonomy terms are introduced

in the index using the same strategy. Schema-level synonyms are handled using syn-

onyms tables.

Evaluation: The approach is evaluated using the following measures: query execution

time (for 1 query clause, 2 query clauses, 5 query clauses), index look-up time, indexing

time, index update time, and scalability. The evaluation dataset was built from personal

information management data and external data sources. The final dataset contained

(105,320 instances and 468,402 triples). The approach is not evaluated in terms of

quality of results (precision/recall).

Critique: The approach proposes a flexible and structured query mechanism over datas-

paces by introducing structural information of the data in the index inverted lists. The

main limitations of the work include the lack of a ranking mechanism and the absence

of an evaluation of the relevance of the results (precision/recall). Despite the discourse

on the vision of coping with data heterogeneity, the proposed inclusion of relationships

on the index in itself is not a comprehensive solution for schema-agnosticism, where the

discussion on semantic matching concentrates on synonymic index expansion.

3.4.3.2 SPARK (Zhou et al. [104])

Description: Zhou et al. [104] proposes SPARK, an approach which translates keyword-

based queries to SPARQL. The SPARK approach is based on three basic steps: term

mapping, query graph construction and query ranking. The term mapping step consists

in finding the elements in the ontology for each term in the keyword query. The names

and the terms in the ontology are used for mapping. The approach uses two types of

mapping: (1) morphological mapping, employing stemming, edit distance and substring

matching techniques and (2) semantic mapping using synonyms provided by WordNet.

The second step, query graph construction builds up the candidate query graphs with

the ontology resources previously mapped. The mapped elements are split into different

query sets and a minimum spanning tree algorithm is applied to build possible query

graph patterns. The term mapping and the query graph construction steps outputs
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multiple candidate queries based on the original keyword query. A probabilistic query

ranking approach is introduced as a strategy to rank possible queries. The probabilistic

ranking model consists of two sub-models. The first one, the Keyword Query Model

(KQM), takes into account the probabilistic relation between the keyword query terms

and the formal query. The second, Knowledge Base Model (KBM), measures the infor-

mation content of each formal query, ranking higher query configurations with higher

information content (lower probability). According to the experiments the KQM part

provided a more consistent contribution compared to the KBM part. KBM however

helped smoothing the degradation of KQM with the increase of the query length. The

final ranking model, the combination of KQM and KBM, strongly degrades for query

lengths greater than six.

Evaluation: In the evaluation of SPARK, Zhou et al. manually construct the query

and the dataset from the Tang & Mooney Natural Language Learning Data [67]. Zhou

et al. convert the original datasets (covering the geography, job and restaurant domains)

into RDF/S ontologies. Instead of using full natural language queries provided by the

original dataset, the authors converted each query into keyword-like queries. The final

translation done by SPARK from the keyword query into SPARQL is compared with

the correct SPARQL, if the two queries are not semantically equivalent it is considered

as a false result. Zhou et al. uses two metrics in the evaluation: mean reciprocal

rank (MRR) and recall. 250 keyword queries were generated for each dataset and the

variation of MRR against the query length was measured. Additional metrics such as

average keyword query length and query processing time were collected. The authors

also describe a user study based on the measurement of user satisfaction of 50 online

users.

Critique: The SPARK approach provides a ranking solution for translating keyword-

based queries to low complexity SPARQL queries, targeting low complexity RDF datasets.

The work provides an evaluation consistent with this scenario, using the test collection

based on the Tang & Mooney[67]. The matching process between query terms and on-

tology terms is limited to WordNet synonyms, showing a limited solution to address

schema-agnostic queries. The solution provides keyword-based queries and partially ad-

dresses the ability to cope with more expressive queries. More complex query operations

(e.g. aggregation), however, are not available, making the query expressivity of the solu-

tion limited. Additionally, the scalability and the performance of the proposed solution

in a Web scale scenario were not evaluated.
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3.5 Approximate Queries for Semantic Web/Linked Data

Datasets

This section describes different approaches for approximate query mechanisms for Se-

mantic Web/Linked Data datasets. Approximation strategies vary from the relaxation

of query constraints to the application of similarity functions over structured data.

3.5.1 Oren et al. [105]

Description: Oren et al. [105] proposes an approximate and evolutionary approach

for querying RDF data. Bloom filters are used for improving the performance of the

approximation process. The approximation is done by relaxing the constraints and pro-

gressively restoring them through an evolutionary approach. The matching is done by

progressively evolving the solutions using standard evolutionary methods over the ap-

plication of the query graph constraints and by measuring the resulting fitness function

where the quality of the results in the query process increases monotonically. The evolu-

tionary process consists in the application of four operators (parent selection, crossover,

mutation and survivor selection) in the calculation of a fitness function.

Evaluation: The approach is evaluated using the three datasets: LUBM (which is

targeted towards OWL reasoning), a collection of publicly available FOAF profiles and

extraction from DBLP dataset. One query is evaluated for each dataset. For the DBLP

datasets, one query of the benchmark queries proposed by Svihla & Jelinek [106]; for

LUBM the LUBM query #2 was used. The experiments measured data loading time,

query execution time, and average and best fitness of the population.

Critique: The proposed approach executes approximate queries using an evolutionary

approach over the query constraints. The main motivation of the approach is approx-

imation for query performance. Users need to be aware of a partial structure of the

vocabularies: SPARQL is used to interact with the data, where expressive queries are

supported in the context of SPARQL. The approach showed low query execution times

with the datasets evaluated.

3.5.2 Stuckenschmidt & van Harmelen [35]

Description: Stuckenschmidt & van Harmelen [35] approach the problem of approx-

imate reasoning by relaxing all the query constraints and iteratively restoring them,

progressively refining the result set. The set of proposed relaxation strategies are based

on the structure of the query graph as defined in Horrocks & Tessaris [107]. A ’good’
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approximation is defined by the monotonic increase in the quality of the results in every

step of the approximation. The creation of good approximation strategies relies on the

fact that further query constraints should be applicable over the current set of objects

present in the result set. The underlying assumption is that simpler conjunctive queries

can be answered in shorter time. The approximation steps are based on uninformed

search strategies over the query graph. Two types of strategies are investigated: node

expansion approximations and arc-based approximations.

Evaluation: The proposed approach was analysed in a theoretical context.

Critique: In [35] the approach is described in theoretical terms and it is not imple-

mented or evaluated. The analysis of the strengths and limitations of the approach is

limited due to the lack of experimental analysis. The nature of the approximation is

purely constraint-based, does not fully address the complexity of the semantic matching

to support schema-agnostic queries. In this scenario, users still need to be partially

aware of the vocabulary of the data.

3.5.3 Hurtado et al. [36]

Description: In [36], Hurtado et al. investigate a flexible query mechanism for RDF

data, with the purpose of supporting varying degrees of exactness in RDF queries. The

approach consists in the application of a logical relaxation of the query constraints

based on RDFS, returning a ranked set of results. As a motivation for this work,

Hurtado et al. focus on the scenario where there is a lack of understanding of the

ontology behind the data. Differently from the relaxation allowed in SPARQL through

OPTIONAL, where triple pattern constraints are eliminated, the approach focuses on a

logical relaxation, where class and property hierarchies in the ontology associated with

the data could be used in the relaxation of the constraints. In this approach, a triple

pattern could be relaxed by navigating over the classes and properties hierarchies of

the triple (rdfs:subclass, rdfs:subproperty, rdfs:type). The authors propose an extension

of the SPARQL language to support the RELAX clause, where the logical constraints

of a triple under the scope of this clause could be relaxed. A complementary type of

relaxation based on RDFS entailment is also considered, which includes removing triple

patterns, replacing constants with variables and breaking join dependencies.

Evaluation: The proposed approach was analysed in a theoretical context.

Critique: The approximation model is based on logical relaxation: the approach relies

on the fact that there is sufficient taxonomical RDF data to support the approximation
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process. Additionally the semantic approximation model is strongly based on taxonomic

relaxation.

3.5.4 SPARQLer (Kochut et al. [108])

Description: SPARQLer [108] is a SPARQL extension which allows query and retrieval

of semantic associations (complex relationships) in RDF. The SPARQLer approach is

based on the concept of path queries where users can specify graph path patterns, using

regular expressions for example. The pattern matching process has been implemented

as a hybrid of a bidirectional breadth-first search (BFS) and a simulation of a deter-

ministic finite state automaton (DFA) created for a given path expression. For each

instance of the iterator created for a path pattern, two DFAs are constructed. The first

DFA recognizes the regular language defined by the original path expression and the

second recognizes the reversed language. The search process uses bidirectional BFS to

iteratively grow candidate paths. A candidate path is generated when an entity on the

leaf nodes of the bidirectional search matches. The objective of SPARQLer is to provide

a solution targeted towards the query of semantic associations, where some path pattern

between two entities can be expressed using regular expressions. SPARQLer is included

in this literature review due to the possibility of using the approach to support semantic

approximation and approximate path queries.

Evaluation: SPARQLer is evaluated using a modified version of the DBLP dataset and

using the GlycO ontology (362 classes and 84 properties). The first dataset is used to

evaluate the practical scalability and performance of the approach.

Critique: SPARQLer is used as a query approach in a more specific scenario, where path

queries between two entities are approximated by the definition of a regular expression.

Regular expressions allow an approximate description of paths between two entities.

Using regular expressions users can specify flexible path constraints in terms of the

relative position and occurrence of the graph entities. However, terms used in the

query need to match exactly to the terms in the vocabulary. The approach provides an

expressive query mechanism for the proposed problem by extending SPARQL.

3.5.5 iSPARQL (Kiefer et al. [37])

Description: Kiefer et al. [37] introduce iSPARQL, a similarity join extension to

SPARQL, which uses user-specified similarity functions (Levehnstein, Jaccard and TF/IDF )

for potential assignments during query answering. iSPARQL focuses on the problem of

integrating different schemas using similarity-based joins. Kiefer et al. considers that the
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choice of a best performing similarity measure is context and data dependent [37]. Three

approaches were considered for extending SPARQL: virtual triples, extension functions

and solution modifiers. The virtual triples approach call customized similarity functions

under the IMPRECISE extension query block. The extension function uses existing

SPARQL filters combined with customized similarity functions and the solution modifier

approach extends the official SPARQL grammar with new solution modifiers. iSPARQL

focuses on the provision of a similarity-based extension to SPARQL. By analyzing the

pros and cons of the three approaches, Kiefer et al. conclude that virtual triples are

superior to the other approaches.

Evaluation: The proposed model was applied to a data integration experiment over

two RDF datasets and an ontology mapping experiment. Both scenarios used SwetoD-

blp [109] (containing bibliographic information of Computer Science publications) The

semantic data integration experiment was targeted to the determination of the applica-

bility of iSPARQL to Semantic Web data integration. The accuracy of one query related

to the integration between the two datasets was analyzed. In the second experiment, the

defined task was to discover classes in different ontologies describing the same concepts.

Critique: iSPARQL provides an approach to introduce user defined similarity in SPARQL

queries. By delegating the definition of a similarity model to end users, the approach

introduces additional complexity in the query process. The solution can introduce some

level of semantic flexibility in the query process. Some schema constraints such as the

ability to map multiple properties into one property are not addressed. In addition, the

work lacks depth in the investigation and evaluation on the effectiveness of the similarity

measures used. Performance measures are not available.

3.6 Natural Language Interfaces for Semantic Web/Linked

Data Datasets

This section covers existing approaches based on natural language queries for Semantic

Web/Linked Data.

3.6.1 NLP-Reduce (Kaufmann et al. [110])

Description: NLP-Reduce is a natural language interface for querying Semantic Web

knowledge bases [10]. The NLP-Reduce approach starts by pre-processing the target

Semantic Web dataset by extracting and by doing synonym expansion for the triples

in the dataset. After the user inputs a query, the input query processor component
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pre-processes the query by removing stop-words and stemming the remaining words of

the input query. The set of stemmed words are then passed to the query generator

component, which attempts to match the query words to the synonym-enhanced triples,

generating SPARQL queries for the matches. The SPARQL generation process starts by

matching query terms to the properties of the triples present in the expanded represen-

tation. The system ranks the matching properties considering the string similarity (edit

distance) of the stems and the number of matching terms (for multi-word properties).

NLP-reduce then searches for data properties that matches the remaining words. In

the matching process the properties domains and ranges are used. The triples with the

highest scores are joined in a SPARQL query graph pattern.

Evaluation: In [10] Kauffman evaluated the performance of NLP-Reduce, using an

OWL translation of the Tang & Mooney dataset [67]. 251 queries over the restaurant

dataset and 879 queries over the geography dataset were executed and precision and

recall were measured. In [10], Kauffman extends the evaluation of the system, doing a

standard SUS usability study and comparing the results of precision, recall and usability

metrics against other query mechanisms.

Critique: NLP-reduce processes the queries as bag-of-words, not exploring the syntactic

structure of the sentences. The query structure is generated by the relationships of the

elements in the dataset, not using the structure of the query. The solution partially

addresses the provision of a schema-agnostic solution: however the matching process

between query terms and conceptual model terms does not provide an effective semantic

matching solution, being based on WordNet-based synonyms matching. The evaluation

of the system done by Kauffman et al. showed medium-to-high precision and recall in

a scenario constrained to datasets with a simple structure/smaller schemas. Kauffman

et al. do not provide an evaluation of the execution performance of the system. The

approach does not introduce scalability strategies (such as indexing). The system also

does not cope with the ability to query distributed datasets, since it generates one

SPARQL query for each dataset, not joining the answers. Reasoning is done at the

dataset level and it is not incorporated into the query process.

3.6.2 Querix (Kaufmann et al. [111])

Description: Querix [111] is a domain-independent natural language interface for

querying ontologies that uses clarification dialogs to eliminate ambiguities in the query

process. The approach consists of seven components: a user interface, an ontology man-

ager, a query analyzer, a matching center, a query generator, a dialog component, and an

ontology access layer. The user interface allows users to enter natural language queries
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and choose the dataset which will be queried, displaying the generated SPARQL query

and the returned results after the query is executed. The ontology manager component

loads user ontologies in the system enriching them with synonyms derived from Word-

Net. In the query analyzer component, the query is parsed using the Stanford Parser

[112], where the lexical categories and the C-structure of the query are generated. From

these two inputs a sequential structure (query skeleton) is generated and each noun

and verb in the structure is enriched with WordNet synonyms. The matching center

attempts to match the query skeleton with the synonym-enriched ontology description.

The matching process starts filtering triple patterns (subject-predicate-object) in the

query. After this step, the matching center searches for all potential matches between

the synonym-enriched nouns and verbs present in the input query with the synonym-

enriched terms in the ontology (including domains and ranges). The matching center

then uses the term matching candidates to match the triple patterns identified in the

query skeleton to the ontology. The query generator then joins the identified triples

and creates a SPARQL query with the ontology terms. In case the query generator

detects ambiguities (different possible query solutions), it prompts users with a disam-

biguation dialog component, where query alternatives are displayed. The ontology access

layer component is provided by the Jena framework where the final SPARQL query is

executed.

Evaluation: Kauffman et al. evaluates Querix in terms of precision and recall by using

an OWL translation of the Prolog database of United States geographical facts (Tang

& Mooney [99]).The translated OWL knowledge base contains 9 classes, 11 datatype

properties, 17 object properties, and 697 instances. A set of 877 natural language

questions which were composed from real usage of the Web interface are part of the

same dataset. The approach achieved an average recall of 87.11% and precision of

86.08% for the dataset of queries addressed. Neither Kauffman nor Tang & Mooney

provide a categorization of the semantic matching process present in the dataset, limiting

the interpretation of the results. The small size schema of the ontology also limits the

dataset for a schema-agnostic query scenario. Kauffman also did not evaluate Querix in

terms of scalability and query execution time performance.

Critique: Compared to NLP-Reduce, the system introduces two main features: a dis-

ambiguation component and the application of syntax analysis over the query input. The

user feedback disambiguation component is one important element in natural language

based systems, where the ambiguities inherent to the natural language can negatively

impact the precision of the system. The syntax analysis component also brings an initial

structure to the graph pattern of the generated SPARQL query, reducing the number of

potential false matches. As in NLP-Reduce, the query system focuses on querying one

data source at time. There is no discussion on the scalability of the matching strategy.
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The matching process also relies on WordNet synonyms to introduce semantic flexibil-

ity. The approach provides a full natural language query interface where users are not

constrained in the query process. Query expressivity is not fully evaluated within the

query set, which is not categorized and analyzed. Deductive DL reasoning is done.

3.6.3 Ginseng (Bernstein et al. [113])

Description: Ginseng [113] is a guided input (controlled) natural language query mech-

anism to an OWL knowledge base. Ginseng users query by using a closed vocabulary

derived from the ontologies which are currently loaded in the system. The terms in

the loaded ontologies can be enriched with annotated synonyms. The system has a

query autocomplete function on the interface: users start typing the query and a list

of suggested terms allowing a valid query are displayed. Ginseng is composed of four

main components: a grammar compiler, a multi-level grammar, an incremental parser

and an ontology access layer [113]. The ontology access layer is provided by the Jena

framework [114]. When an ontology is loaded, the set of ontology-independent static

grammar rules (defined by generic sentence structures) are extended with rules derived

from the ontology. The final grammar is used to parse the input query, to provide valid

autocomplete suggestions and to help building SPARQL queries. The incremental parser

keeps an in-memory structure containing all parse paths of the current state of the input

query. After the final user query is typed, a simple transformation from the parse path

to the SPARQL query is made. In the parsing process it is possible to have multiple

parse trees for a query. In this case Ginseng performs multiple SPARQL queries and

return to the user the union of all result sets.

Evaluation: In [113], Ginseng is evaluated through a user study using the geographic

dataset proposed in Tang & Mooney [67]. 20 individuals were asked to enter 30 queries

over the geographical dataset. The individuals were asked to formulate natural language

queries for randomly selected queries descriptions using Ginseng and the other half us-

ing SQL. After each session a system usability scale (SUS) [115] standardized usability

test was performed, collecting the individuals impressions about the experience. The

query formulation time, precision and recall were measured with the set of queries that

Ginseng could parse correctly from the overall 880 queries of the Tang & Mooney ge-

ographical dataset. In [116], Kauffman evaluates Ginseng comparatively against other

query mechanisms using a similar evaluation approach.

Critique: The main mechanism used by the approach to cross the semantic gap between

users and knowledge bases is based on constraining the number of vocabulary terms

and the query variations allowed in the autocomplete mechanism (based on controlled
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natural language). In the evaluation of the system, users are faced with a small number

of small sized ontologies. The approach may fail to scale for scenarios involving a large

number of large sized ontologies. The constraining of the input vocabulary and the use of

ontology-based grammars brings a simplification in the process of building the SPARQL

queries. However, the approach is limited in terms of scalability since it relies on the

generation of grammar rules from the ontologies. The rules are generated considering

all the elements in the knowledge base, including instances.

3.6.4 PowerAqua (Lopez et al. [117])

Description: PowerAqua is a question answering (QA) system focused on querying

multiple ontologies (open domain QA) on the Semantic Web. The input for the system is

based on natural language queries. In the first step a linguistic component translates the

natural language query into triples (called linguistic triples in [117]). In the second step,

a module for Ontology Discovery searches for the possible candidate ontologies likely

to contain the information requested in the user query. This module uses WordNet

based approximate matching between the user query terms and the terms present in

the candidate ontologies. The Semantic Filtering component verifies the validity of the

syntactic mappings generated from multiple ontologies in relation to the query terms,

generating a set of entity mapping tables connecting query terms to ontology terms.

After this mapping process, the entity mapping tables and the linguistic triples are used

by the triple similarity component to extract a set of ontologies which jointly cover

the user query [118]. This module generates as an output a set of triple mapping tables

which relates linguistic triples to all the equivalent ontology triples. These triple patterns

are used to query the datasets. The information is later merged and ranked.

The core functionalities for crossing the semantic gap between user queries and datasets

which is the focus of this work are concentrated in the PowerMap component. Ac-

cording to Lopez et al. [118], PowerMap is a hybrid matching algorithm comprising

terminological and structural schema matching techniques with the assistance of large

scale ontological or lexical resources. The mapping process consists of three phases.

The first phase has the objective of identifying candidate mappings for the query terms

in different ontologies. The matching is based on a string similarity approach, using

edit distance and WordNet to lookup synonyms, hypernyms and hyponyms. From the

set of ontologies and mappings identified in the first phase, PowerMap excludes terms

which are not semantically consistent, exploring the ontology hierarchies to determine

the correct sense of the word and using WordNet-based semantic similarity measures to

map between query terms and ontology classes. The third phase has the objective of
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identifying mappings that better represent the query domain determining the ontologies

which better cover the query domain.

Evaluation: The second type of evaluation focuses on the analysis of the capability of

the system to answer queries using information provided by multiple datasets defined

by multiple vocabularies. The evaluation primarily assesses the ability of the system to

map a user query into ontology triples in real time. A dataset of 69 questions was built

manually by asking volunteers to build questions based on data available in one or more

datasets. Each question is self contained with no references to previous queries. Just

precision is measured. The ontologies are based on datasets such as SWETO DBLP

or SWETO (approximately 800.000 entities and 1.600.000 relations). 2GBs of data

stored in 130 sesame repositories were collected. In this evaluation the authors report

an average precision of 69.5% of the queries with an average execution time per query

of 15 seconds.

In a second evaluation, PowerAqua is also evaluated using the Question Answering over

Linked Data (2011) test collection [119], where precision and recall are collected over a

set of 50 natural language queries over DBpedia. The schema size of DBpedia, containing

thousands of open domain predicates and millions of instances provides a suitable dataset

for the evaluation of schema-agnostic scenario. Queries within the QALD test collection

explore complex natural language query patterns.

Critique: The system was one of the first NLI for Semantic Web/Linked Data and

defined a basic architecture for QA over Semantic Web/Linked Data. The design of

PowerMap, the core mapping mechanism which is the element responsible for matching

the query terms to vocabulary terms, relies on WordNet and taxonomical information

within the ontologies for computing semantic approximations. In relation to the vocab-

ulary gap, many query-dataset mappings transcend synonymic or taxonomic relations

[120, 121], this provides an incomplete solution for the semantic matching problem.

3.6.5 Freya [122]

Description:

Exploring user interaction techniques, FREyA [45], is a question answering system which

employs feedback and clarification dialogs to resolve ambiguities and improve the domain

lexicon with the help of users. User feedback is used to enrich the semantic matching

process, by allowing manual query-vocabulary mappings.
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The query processing workflow starts with the syntactic parsing and analysis (using

the C-structures from the Stanford Parser) (question analysis component). The ques-

tion analysis components also identifies candidate question terms which can be poten-

tially mapped to dataset concepts, using a rules-based approach over the query the

C-Structure and POS Tags. The ontology-based lookup component maps question terms

to the dataset entities. If the system fails to generate a mapping between question and

dataset, it returns a dialog to the user through the consolidation algorithm component.

The consolidation algorithm detects ambiguous concepts (through the disambiguation

dialog) or provides alternative mappings based on a relaxation of the query-ontology

mapping using neighboring terms (mapping dialog). The mappings are stored by the

combination of the question-dataset terms and the surrounding context terms, allow-

ing the improvement of the performance over time. After the mappings are completed,

the system detects the answer type and combines the entities identified in the dataset

into triples by taking into account the dataset structure (in FREyA there is no strict

adherence to the syntactic structure of the question [45]).

Evaluation: FREyA is evaluated using precision and recall under the Question An-

swering over Linked Data 2011 test collection. Additionally the manual effort involved

in the disambiguation dialogs are measured.

Critique: The core contribution behind the FREyA system is the exploration of user

interaction/feedback element into for disambiguation and semantic enrichment. The

approach is not evaluated with regard to performance and scalability aspects.

3.6.6 ORAKEL [123] & Pythia [43]

Description: In the ORAKEL [123] and Pythia [43] approaches ontologies play a cen-

tral role in interpreting user questions, i.e. ontological knowledge is used for resolving

ambiguities or to interpret semantically light expressions. Both systems depend on a

ontology-lexica that make explicit possible linguistic realizations of ontology concepts in

a particular language. The meaning of a lexical item is given by reference to an ontology

element, i.e. a class, property or individual, providing a separation between the ontolog-

ical and lexical layer, by using the Lemon vocabulary [124]. ORAKEL relies on Logical

Description Grammars (LDG) as a syntactic formalism and an extended version of

lambda calculus for specifying semantic representations, while Pythia builds on Lexical-

ized Tree Adjoining Grammars [125] (LTAG) as a syntactic formalism and Dependency-

based Underspecified Discourse Representation Structures [126] for specifying semantic

representations. The linguistic representations, in addition to the domain-independent

representations, defines the grammar that is used for parsing and interpreting an input
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question. The resulting meaning representations are transformed into formal queries, in

particular F-Logic and SPARQL queries.

Evaluation: The quality of the results returned by ORAKEL is evaluated using a small

geographical knowledge base and a British Telecom (BT) case study. The ontology used

to describe the metadata is the PROTON ontology (which consists of 252 classes and

54 relations). Pythia uses the Tang & Mooney test collection to evaluate the quality of

the approach.

Critique: ORAKEL and Pythia thus are domain-specific question answering systems,

that require an ontology lexicon for the domain that is queried. The main limita-

tion consists in the effort required for building the support lexica, either manually or

semi-automatically. And although a grammar-based interpretation process offers high

precision, systems relying on domain grammars usually suffer from limited coverage.

3.6.6.1 TBSL [44]

Description: TBSL [44] relies on a parse of the user question to produce a query

template. The core rationale behind the approach is that the linguistic structure of a

question together with well-defined expressions in the context of QA over structured data

(such as more than and the most) define a domain-independent structure for the query,

that then needs to be filled in with domain-specific vocabulary elements. The linguistic

analysis of TBSL relies on a parsing and interpretation similar to Pythia. The parsing

generates an underspecified semantic representation of the natural language question

(without the attachment of specific vocabulary elements) that is then converted into

a SPARQL query template. The conversion relies on rules based on lexical categories

mappings, where verbs usually correspond to properties, that nouns and adjectives cor-

respond to classes or properties, and that proper nouns correspond to instances.

In order to obtain the vocabulary mappings, TBSL uses an index to look up entities

that match with the required class and given natural language expressions. The match-

ing combines string similarity, matching with WordNet synonyms, and on an existing

collection of natural language patterns, BOA [127], which collect possible verbalizations

for properties based on patterns containing dataset instances that occur in a corpus.

Evaluation: TBSL is evaluated using the Question Answering over Linked Data (QALD

2011) test collection.

Critique: TBLS exploits both natural language and information retrieval techniques

and explores corpus-based patterns to support schema-agnosticism. The main limi-

tation resides on the fact that the entity mention-based pattern matching approach
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concentrates on a vocabulary enrichment approach highly dependent on the relation-

ship between mentions and associated predicates, not providing a principled approach

to address the semantic and commonsense reasoning problem.

3.6.7 Question Answering Systems

The systematic analysis that we employed on the literature review concentrates on nat-

ural language mechanisms over structured data. This section briefly introduces existing

works on Question Answering systems over unstructured text and spoken Dialogue Sys-

tems.

There are three main categories for the construction of Question Answering systems over

texts: (i) IR-based QA ; (ii) knowledge-based QA and (iii) hybrid approaches, which

combine the two previous approaches.

The first category, QA based on passage retrieval, uses information retrieval models

over text passages as part of the pipeline for matching natural language queries to

the databases. The typical pipeline consists of a question analysis component which

detects features such as lexical answer types and which generates a keyword-based query

form. The keyword-based query is sent to the a search engine which returns a set of

candidate passages which are later processed by an information extraction component.

The information extraction component extracts the entities which are candidate answers

and ranks them according to their semantic proximity to the lexical answer type and

according to other linguistic features present in the query. A list of different passage-

based retrieval techniques and the associated QA systems are available in [128, 129].

Knowledge-based QA systems derive logical forms from the textual representation and

matches the logical form of the query against a logic-based KB. The question analysis

step consists in transforming the natural language question into a logical form query,

which is issued over a KB of logical forms extracted from natural language texts. Hybrid

QA systems combine both IR and knowledge-based approaches into a single QA pipeline.

IBM Watson [130] is an example of a hybrid QA pipeline which uses machine learning

techniques to support the combination of complex pipelines for question analysis and

answer ranking. Other hybrid systems are: [131] and [132].
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3.7 Visual Query Interfaces for Semantic Web/Linked Data

Datasets

An important category of query mechanisms allow users to specify queries or progres-

sively filter query results with the help of visual elements in the interface. The approaches

in this category focus on addressing the semantic gap problem from the perspective of

user interaction, where users can navigate through the data or refine a structured query

by providing feedback through elements in a graphic user interface.

3.7.1 Semantic Crystal (Sprenger et al [38])

Description: Semantic Crystal [38] is a domain-independent graphical query inter-

face for querying OWL-based datasets. Users compose queries in Semantic Crystal by

building a graphical representation of the SPARQL graph pattern with the help of a

visualization of the ontology. The current representation of the query is displayed in a

SPARQL dashboard and the user follows the procedure of building the query by clicking

the nodes in the ontology and selecting possible elements in the menu. Users can assem-

ble the query in the ontology visualization component or in the SPARQL dashboard.

The approach is based on the TORC approach [133], where the interface supports four

fundamental elements: token (classes), output (output SPARQL values bound to vari-

ables), restriction (values in datatype properties and SPARQL “FILTER” statements)

and connection (object properties). Before users can query, the specified ontology need

to be loaded into Semantic Crystal. The T-Box of the ontology is converted into a

GraphML model, an XML used for the visualization component.

Evaluation: Semantic Crystal is evaluated in [38] through a comparative usability study

against three other systems (NLP-Reduce, Querix and Ginseng). The collected metrics

included average time per query creation/reformulation, average number of queries, av-

erage success rate, average failure rate, average number of successful queries per minute,

average number of failed queries per minute. The data collected in the usability study

was analyzed quantitatively and qualitatively. Users were also evaluated in terms of

a system usability score (SUS), created from a questionnaire. The quantitative part

included ANOVA, T-test and Mixed Linear Regression Models.

Critique: Semantic Crystal is a graphical SPARQL query composer. The tool demands

from users less formal effort compared to the alternative scenario of directly writing a

SPARQL query. The approach, however, does not abstract users from the conceptual

model behind the dataset. The approach supports a similar level of query expressivity to

SPARQL. Since it is a graphical SPARQL builder, the idea of an approximate query is
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not supported by the system. The suitability of the approach for querying large datasets

is not verified.

3.7.2 QUICK (Zenz et al. [134])

Description: QUICK [134] is an incremental query construction tool targeted towards

RDF. The core process behind QUICK is the transformation of a keyword based query

into a final graph pattern (semantic query) using incremental user feedback through a

visual interface. For a given dataset, QUICK starts generating the set of all possible

query templates based on the dataset schema. In the second part, the keywords are

bound to the schema elements and then a set of possible query interpretations are

displayed on the interface for user disambiguation. For each step, a set of query guides,

possible query sub-patterns that should be selected by users, is generated. The final

query graph pattern is built incrementally by user interaction. The system does not

apply semantic approximation in the query formulation process.

Evaluation: QUICK was evaluated using two datasets: the Internet Movie Database,

IMDb (5 classes, 10 properties, 10 million instances and 40 million triples) and Lyrics (3

classes, 6 properties, 200 thousand instances and 750 thousand triples). The query log of

the AOL search engine was used: 3000 queries associated with IMDb and 3000 queries

associated with Lyrics were selected as the query dataset. Since most of the queries

were not expressive enough to evaluate the scenario of the semantic queries, Zenz et

al. manually curated 100 queries for IMDb and 75 queries for Lyrics, varying from 2 to

5 keywords. Keyword queries were defined as inputs and two metrics were measured,

computing the associated selection evaluation cost and the number of selections users

had to make to build the final query. The second set of experiments was focused on the

measurement of the efficiency of the query generation process. The response time for

each interaction of the query construction process was recorded. In addition, the quality

of the generated query guides was evaluated.

Critique: The evaluation of the work is focused on querying datasets with small schema

sizes. In a schema-agnostic scenario, where users query open domain, large-schema

datasets, the proposed approach is likely to present scalability problems: the space of

query guides can potentially become too large for users selecting query sub-patterns and

for the computation of query suggestions.
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3.8 Analysis & Gap Identification

Table 3.8 shows a summary of the comparative analysis of existing approaches with

regard to the set of requirements for schema-agnostic queries. Approaches under different

categories have covered different requirements dimensions. Table 3.8 summarizes the

techniques used in the analyzed set of query and search mechanisms, also classifying

each approach with regard to query expressivity and performance/scalability.
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The core characteristics of existing approaches can be summarized as follows:

Natural Language Interfaces for Semantic Web/Linked Data Datasets: Nat-

ural language interfaces (NLI) query mechanisms have concentrated on approaches

which provide higher levels of schema-agnosticism, better exploiting semantic techniques

to address schema-agnosticism. Most of the existing natural language query systems

implement some type of WordNet-based semantic approximation. Strategies include

query/dataset term enrichment (hypernym, hyponym, synonym) or the computation

of WordNet-based similarity measures. WordNet-based approaches are usually comple-

mented by the use of taxonomic information present in the dataset.

The first limitation of these approaches involves relying purely on WordNet to cope with

the lexical/semantic approximation process. Approaches relying in WordNet are limited

in: (i) domain and language transportability; (ii) restricted to semantic approximations

techniques which strongly rely on taxonomic/synonymic relations (semantic similarity);

(iii) semantic similarity measures limited in addressing the computation of similarity

between terms crossing part-of-speech boundaries or containing multi-word expressions

and (iv) ability to capture uncommon and new terms or term senses.

Some works [45, 111] have explored the use of user interaction elements for supporting

the resolution of ambiguities in the interpretation of the query.

Another limitation of NLI approaches is the lack of a principled mechanism for coor-

dinating both the syntactic-structural and conceptual semantic approximations. While

some approaches provide a crisp semantic interpretation process based on well-defined

grammars, constraining the dataset structure to be isomorphic to the query syntactic

structure [43, 123], other approaches provide a syntactically loose interpretation of the

query [10].

The third limitation of some NLI query approaches is the lack of explicit mechanisms and

the evaluation of the temporal performance and scalability aspects. While approaches

such as [44] employ explicit indexing techniques, many of the approaches do not address

this concern.

With regard to the evaluation, test collections such as the Question Answering over

Linked Data [135] have provided a proper evaluation benchmark for schema-agnostic

queries in the context of NLI, using a large-schema and large-size dataset (DBpedia)

and an expressive query set, mapping to different structured query patterns. However,

many of existing works are evaluated in the context of a low schema-size dataset (Tang

& Mooney). QALD is emerging as a community adopted test collection.

Entity Search: Vector Space Models for Semantic Web/Linked Data Datasets
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Entity search approaches have focused on transporting techniques used in information

retrieval for searching over Semantic Web/Linked Data. The use of vector space models

and the associated data structures (inverted indexes) is used to support query execution

and indexing temporal performance and scalability. The evaluations concentrated on

the performance aspects of the approaches, and existing models have achieved high

performance and scalability levels.

Entity search approaches have also started to explore the role of user interaction for

disambiguation purposes, in most of the cases using facets.

Most approaches are based on the application of vector search models over Semantic We-

b/Linked Data datasets and are oriented towards keyword-based queries, not providing

schema-agnostic queries with higher expressivity. For this category, higher query expres-

sivity is usually achieved by introducing explicit mentions to elements of the datasets’

conceptual model in a semi-structured query format (e.g. star-shaped queries), where

schema-agnosticism is traded for query expressivity. Approaches such as [103] started

to explore the creation of index structures which can keep the structural information of

datasets, while enriching their terms with taxonomic or lexical information.

Existing test collections lack the evaluation of queries with more expressivity, which can

support an evaluation of schema-agnostic queries. Most of the approaches put a strong

emphasis on the evaluation of performance and scalability aspects.

Approximate Queries for Semantic Web/Linked Data Datasets

Existing approaches under the approximate queries category concentrate on the employ-

ment of the relaxation of structural query constraints and on exploiting the semantic

information on the dataset to support a taxonomic-based semantic relaxation. Other

approaches have focused on providing constructs which introduce approximation opera-

tors as a primitive in the SPARQL query. The approximation operators consists mostly

of string, taxonomic and structural similarity. The set of analyzed works have employed

their techniques with different motivational scenarios, ranging from the discovery of

entity associations to semantic relaxation.

Form the evaluation perspective, works range from purely theoretical contributions to

empirically supported works. To the extent of my knowledge, there is no commonly

adopted test collection for this category.

Visual Query Interfaces for Semantic Web/Linked Data Datasets

Visual query interfaces have concentrated on allowing users to build structured queries

by exploring graphical user interface elements. In this case, users are not abstracted

from the schema, but the visual interface allows users to do a visual exploration in a
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constrained subset of the data. There is empirical evidence that casual users prefer a

schema-agnostic NLI approach [116] to the visual interfaces due to the effort necessary

to build a structured query using a purely visual editor. There is no empirical evidence

that visual query editors can scale to large-schema datasets.

In summary the main gaps identified in the literature review with regard to schema-

agnostic queries were:

Need for more comprehensive query-dataset semantic matching strategies:

Existing semantic matching approaches currently strongly rely on WordNet and on ex-

plicit taxonomical relations in the data to support lexical/semantic approximation in

the dataset. As is covered in Chapter 2, the semantic gap between query and dataset

transcends the semantic approximations and inferences which can be supported by these

two mechanisms (for a systematic analysis on the query-dataset semantic gap, the reader

is referred to [120]). Moreover, the scale of the semantic and commonsense knowledge

necessary to achieve a generic solution for the query-dataset semantic gap, transcends

the scale of WordNet. Aiming for a solution which can provide a more comprehensive

semantic matching, without the constraints of manually logically encoding large seman-

tic and commonsense knowledge bases is one major demand for schema-agnostic query

mechanisms.

Scalable query-dataset semantic matching: Providing a better communication be-

tween information retrieval techniques and semantic matching approaches. Integration

of temporal performance and scalability mechanisms developed in the context of infor-

mation retrieval into the semantic matching approaches. Creation of indexing strategies

with embedded semantic matching capabilities.

Principled definition of the query-dataset semantic matching phenomena

(and which dimensions are covered by each approach): The scientific discourse

on natural language interfaces over Semantic Web/Linked Data is oriented towards a

coarse grained analysis of the full spectrum of the different semantic matching phenom-

ena involved between matching the schema-agnostic query to a dataset. Currently, there

is no fine-grained understanding on the strengths of particular approaches with regard

to different semantic phenomena involved in the matching of query and dataset, where

the quality of an approach is evaluated by the aggregate measures such as f-measure.

Evaluation of query-dataset over large-schema datasets: Despite the emergence

of test collections such as QALD in the context of NLIs, many different approaches are

evaluated in the context of small-schema datasets (e.g. Tang & Mooney). The validation

of schema-agnostic query approaches should be performed in large-schema datasets,
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Figure 3.1: A taxonomy of approaches to AQE.

where the complexity of the semantic phenomena (ambiguity, synonymy, vagueness) in

real world scenarios can be replicated.

The identified gaps were used to position and to maximize the impact the proposed

model.

3.8.1 Automatic Query Expansion Strategies

3.8.1.1 Approaches for Automatic Query Expansion

In the previous section we analysed the application of different semantic matching tech-

niques in the context of searching and querying structured data. Many of these tech-

niques were introduced in the Information Retrieval community, under the Automatic

Query Expansion (AQE) field. This section describes the main reference literature in

the automatic query expansion (AQE) area applied over unstructured text documents.

Carpineto & Romano [11] provide a comprehensive survey on existing automatic query

expansion (AQE) techniques. According to Carpineto & Romano, AQE techniques can

be classified into five main groups according to the paradigm used for finding the ex-

pansion features: linguistic methods, corpus-specific statistical approaches, query-specific

statistical approaches, search log analysis, and Web data. These groups are further spe-

cialized into a taxonomic structure depicted in Figure 3.1.

These categories are briefly described in the following sections.

3.8.1.2 Linguistic Methods

Consists of approaches which use properties such as morphological, lexical, syntactic

and semantic word relationships to expand or reformulate query terms []. Linguistic

analysis models may vary from simple stemming/lemmatization models to approaches
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which use external knowledge bases (dictionaries, thesauri or ontologies). Many recent

AQE approaches are based on WordNet, where synonyms and taxonomic relations are

used in the query expansion process. Word sense disambiguation is a critical part of of

WordNet-based AQE [11].Ontology browsing techniques, such as the model developed in

Navigli and Velardi 2003 [136], use manually constructed conceptual models for AQE,

where ontology navigation or deductive reasoning over an ontology is used to support

AQE. Syntactic analysis techniques consists in using syntactic information (such as

dependency or C-Structures) to support the query expansion process Sun et al. 2006

[12].

3.8.1.3 Corpus-specific statistical approaches

Consists of approaches which use the statistics of co-occurrence patterns in textual cor-

pora to establish term correlations, using it in AQE. These correlations are usually

established using the target document collection as a corpus, defining correlations at

the document level or, in order to better handle topic drift, in more restricted con-

texts settings such as paragraphs, sentences, or small term neighborhoods. Examples

of corpus-specific approaches can be found in (Qiu and Frei 1993 [13], Bast et al. 2007

[14], Crouch and Yang 1992 [15], Schuetze and Pedersen 1997 [16], in Gauch et al. 1999

[17], Hu et al. 2006 [18], Park and Ramamohanarao 2007 [19], and Milne et al. 2007

[20], which make use of context vectors, mutual information, latent semantic indexing,

and interlinked Wikipedia articles [11].

3.8.1.4 Query-specific statistical approaches

Query-specific techniques take advantage of the local context provided by the query [11].

Most query-specific techniques are applied over top-ranked documents.

Model-based AQE techniques consists on the construction of a statistical language model

for the query, specifying a probability distribution over terms, in which terms with high

probabilities are expanded. The two main representatives are the mixture model (Zhai

and Lafferty 2001 [137]) and the relevance model (Lavrenko and Croft 2001 [138]) and

both make use of the top retrieved documents [11]. In mixture models, a query topic

model is built from the top-ranked documents by extracting the part that is most distinct

from the whole document collection.

Document summarization approaches consist on several methods for finding more com-

pact and informative document representations, such as passage extraction (Xu and

Croft 1996 [23]) and text summarization (Lam-Adesina & Jones 2001 [21]). In Chang
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et al. 2006 [22] apud [11], the document summaries are clustered in order to reduce the

set of orthogonal features describing each document.

3.8.1.5 Search log analysis

Search log analysis approaches mine query associations that have been implicitly sug-

gested by user query patterns. Search logs provide an implicit relevance feedback. As

Carpineto & Romano summarizes [11]: “On the other hand, implicit measures are gen-

erally thought to be only relatively accurate (see Joachims et al. 2007 [139] for an as-

sessment of the reliability of this assumption) and their effectiveness may not be equally

good for all types of users and search tasks (White et al. 2005 [140]). Other problems

with their use for AQE are caused by noise, incompleteness, sparseness, and the volatil-

ity of Web pages and query (Xue et al. 2004 [141]). Also, the availability of large-scale

search logs is an issue.”

3.8.1.6 Web data

A common Web data source for AQE are anchor texts. There is an intrinsic similarity

between anchor texts and real user search queries as most anchor texts are succinct

descriptions of the destination page [11]. Kraft and Zien [24] analyses several ranking

criteria for anchor texts which are data-specific (e.g. such as the number of occurrences

of an anchor text) [11]. Arguello et al. 2008 [142] apud [11] proposes a method based

on Wikipedia documents and anchor texts.

3.8.1.7 Applications of Automatic Query Expansion techniques for struc-

tured data

Most of the semantic matching approaches for searching and querying structured data

concentrate on linguistic methods and query-specific statistical approaches. This work

concentrates on the application of corpus-specific statistical approaches using Web data

for supporting the query-data semantic matching for queries over structured data. Dif-

ferently from traditional IR corpus-specific statistical approaches which employ a bag-

of-words model, not taking into account the compositional structure of the sentences

in the text, this work explores word vector models for representing the semantics of

dataset entities, supported by the compositional information that can be derived by the

structure of the data. Additionally, most works in corpus-specific statistical approaches

uses the statistical term correlations present in the target document collection. In this
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work the scale of available web data external to the target dataset is used as a semantic

resource to create the distributional word vectors.

3.9 Chapter Summary

This chapter analysed the state-of-the-art for querying and searching structured data

with regard to schema-agnosticism. Different categories of approaches including Natural

Language Interfaces, Approximate Query Mechanisms and Entity Search over structured

data were analysed relative to the set of core requirements for schema-agnostic queries.

The main mechanisms used for semantic matching were identified. This analysis sup-

ported the identification of the main gaps in the literature which include: (i) need for

more comprehensive query-dataset semantic matching strategies; (ii) investigation and

evaluation of scalable techniques for query-dataset semantic matching ; (iii) principled

definition of the dimensions involved in the query-dataset semantic matching phenomena

and (iv) evaluation of query-dataset over large-schema datasets. The contribution of this

thesis concentrates on the proposal of a schema-agnostic query approach which addresses

these gaps fully or partially. Associated publications to this chapter are [143, 144].



Chapter 4

Towards a New Semantic Model

for Databases

“An educated mind is distinguished by

the fact that it is content with that

degree of accuracy which the nature of

things permits, and by the fact that it

does not seek exactness where only

approximation is possible.”

Aristotle

4.1 Introduction

Current approaches for querying databases are dependent on a perfect syntactical and

lexical matching, where the semantics of the query-database match is simplified under

a perfect symbolic and syntactic contract. The support for schema-agnostic queries

is dependent on a principled semantic model to address the query-database semantic

matching, revisiting the semantic and semiotic assumptions behind database querying.

This chapter focuses on the analysis of the semiotic and semantic assumptions behind

existing database query models and on the investigation of the general requirements

and characteristics of a semantic model that can support schema-agnostic queries under

data environments with high schema size, complexity, dynamicity and decentralisaton

(SCoDD).

This chapter starts by analyzing the semiotic and semantic assumptions behind databases

today (Section 4.2.2). The set of requirements for a semantic model to support schema-

agnostic queries under the SCoDD conditions are defined in Section 4.3.3. In order to

93
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support a robust semantic matching mechanism for schema-agnostic queries, different

perspectives on semantics are described, analyzed and compared against the set of re-

quirements (Section 4.4). The structuralist perspective of semantics is discussed in the

context of distributional semantics models, which is described in Section 4.7.

Based on the characteristics and by composing complementary aspects of different se-

mantic models, a new semantic model for databases is proposed. The proposed model

integrates the structuralist/distributional perspective on semantics to the logical per-

spective, in order to provide a semantic model which supports schema-agnostic queries.

This chapter paves the way to the formal construction of the hybrid distributional-

relational model for schema-agnostic queries (τ − Space), which is defined in Chapter

6.

4.2 A Semiotic Model for Databases

4.2.1 Semiotics

Humans communicate meanings through the generation and interpretation of signs. A

sign can be defined as a symbol referring to or standing for something other than itself,

or as anything that in a certain way or aspect, represents something to someone [145].

The idea of semiotics was introduced in the nineteen century by Charles Peirce in his

work ‘Logic as Semiotics: The Theory of Signs’. Semiotics considers how signs are

created and how they are used to store and to transmit information. According to [146]:

semiotics concentrates on the study of the basic aspects of cognition and communication.

Saussure [147] defines a dyadic model of the sign, where a sign is composed of: (i) a

‘signifier’, the form which the sign takes and (ii) the ‘signified’, the concept it represents.

The sign is the whole that results from the association of the signifier with the signified

[147]. The relationship between the signifier and the signified is referred to as ‘significa-

tion’. The Saussurean view of meaning is not to be identified with the referent (object

in itself), but with a mental conceptualization of it. The term symbol is used to refer to

the linguistic sign. Figure 4.1 depicts the semiotic triangle, that shows the relationship

between the signifier, the signified and the referent object. According to [148] apud [147]

: ‘Symbols are not proxy for their objects but are vehicles for the conception of objects...

In talking about things we have conceptions of them, not the things themselves; and it is

the conceptions, not the things, that symbols directly mean’.

Andersen [150] provides a model for computer semiotics which views computer systems

as sign-vehicles, whose main function is to be perceived and interpreted by some group
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of users. In this context, semiotics has nothing to say about data in itself, only in its

capacity of being interpreted and used as a source of knowledge or guide for action.

Computer systems are symbolic machines constructed and controlled by means of signs

[150].

4.2.2 Semiotics for Databases

The database is an information artefact which is used to persist data under a structured

representation. From a semiotics perspective, the way data is represented in databases

induces a specific semiotic function to databases. The structured data representation

format, which uses a data model, facilitates the retrieval, processing and analysis of the

information stored in databases by both human and different software systems.

Databases are used to communicate a precise understanding of a domain of discourse

between different humans, systems or between humans and systems in the context of

a specific task. In databases the communication function is mixed with the semantic

function: the semantic representation for the data serves both as a communication and

as a semantic representation function, which is used for retrieval, processing and analysis.

Figure 4.2 depicts the semiotic functions of different database elements as a projection

of the semiotic triangle for databases [87].
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From the communication perspective, two main communication scenarios for databases

can be distinguished:

• Closed communication: where the symbolic system of the database is known

a priori by the user, which interprets it in an unambiguous way. In this case,

typically there is a close contextual proximity between the database symbols and

the data consumer (e.g. a software developer developing an application). The

context in which the data is consumed is well-defined and it is typically the same

context in which the data was created.

• Open communication: where the symbolic system of the database is unknown

by the user. In this scenario there is a clear separation between data consumer

and the database symbols, which were typically produced by a third party, under a

different context from the data consumer (e.g. a data journalist reusing government

data). In this scenario, the data consumption task can be held in different contexts.

In many data consumption scenarios the user is located in the middle of the closed/open

communication spectrum. In this case the user may have a partial knowledge of the

symbolic system expressed in the data, or the terms used in the symbolic system may

have changed over time. This work concentrates on the process of coping with the

incompleteness associated with the symbolic part of the dataset that is not known a

priori by the user.

Databases are typically created under a closed communication scenario and can be reused

by third parties under both an open and closed communication scenario. The open

communication scenario maps to the SCoDD conditions and it is the communication

scenario which is the main target of this work.

The shift from a scenario where communication is performed in a single context to a

scenario where data is generated and consumed in multiple contexts, in addition to the

increase of the size of database schemas and in the number of data sources, drastically

changes the assumptions on how users communicate with databases, which today is

heavily grounded on structured queries.

The communication process associated with database querying starts with the definition

of an information need or query intent which is based on a task under a specific context.

The information need is expressed according to a representation under a human cognitive

conceptual model. Different conceptual models entail different conceptualizations of the

reality. The mental representation of the information need can be directly translated

into a natural language query following the syntax of a specific language. In an open
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communication scenario, the user needs to translate his mental representation into a

structured query under the database lexicon, which depends on a previous learning of

a database structured query language syntax, and of the understanding of the database

lexicon and structure in which the conceptual model is expressed. This last step is

done by the manual exploration of the database schema, using a representation of the

schema and its associated natural language descriptors. The user interprets the database

lexicon, aligning them with his cognitive model.

The elements involved in the human database communication can be organised into a

high-level abstract model, describing the relationship between different elements which

impact in the communication process. The model, depicted in Figure 4.3 consists of the

following elements:

• Representation Model: Consists of the combination of the conceptual model

(database schema), data model (syntactic dimension) and the database phys-

ical model. From a semiotic perspective, the physical model supports the ex-

pression of the conceptual and the data model, but users do not interact with it

(George, 2005 and Sheth & Larson, 1990 [87, 88]).

• Computational Model: Consists of the data transformation operations sup-

ported by the database. In most databases it consists of solution modifiers (e.g.

conditional and aggregation operators).

• Query Language Syntax: Consists in the syntax of the query language which is

used to query the database. The syntax is dependent on the data model. In most

cases the query language exposes the basic syntax of the data model, extending it

with the solution modifiers.

• Database Lexicon: Consists in the set of terms which are in the conceptual

model and the terms which express the database operations.

• Database Structure: Consists in the syntactic relations between terms in the

lexicon expressed under the data model syntactic constraints.

• Natural Language Syntax: Consists in the syntax of the natural language used

by the data consumer.

• Data Consumer Lexicon: Consists of the lexicon of the data consumer.

• Task: The task which must be addressed by the data consumer with the informa-

tion in the database.

• Query Intent: The query intent is the information need which is generated by

the task.



Chapter 4. Towards a New Semantic Model for Databases 98

Computation Model

(Transformation, Reasoning)

Cognitive Model

Communication

Medium

Database

Human Task

Database Syntax

NL Syntax

Database

lexicon

Intent

satisfies 

a recurrentData Model

Conceptual Model

Physical Model

Representation Model

NL lexicon

are constrained by

satisfies 

a recurrent

expresses 

expresses 

Query

follows

maps

to

uses

expresses

expresses

Context

has associated

Task

Context

has associated

Figure 4.3: Elements involved in the human-database communication.

• Query: The materialization of a query intent under a natural language or under

the syntax of a structured query language.

• Context: The domains of discourse which are associated with the tasks, associated

to the data and the query.

Figure 4.3 depicts the relationship between the elements of the semiotic model in the

context of the human-database communication. In this model it is assumed that query

and database are under the same language.

The cost of querying a database is proportional to the cost of aligning the user lexicon to

the database lexicon, satisfying the structural constraints between the database lexical

items, added to the constant cost of expressing the query under a structured query

language.

The process of mapping the human to the database lexicon is dependent on the se-

mantic phenomena associated with human language (lexical and structural ambiguity,

synonymy, vagueness) also taking into account the difference of contexts between user

and database (Figure 4.4). In the open communication scenario, the impact of the se-

mantic phenomena in the mapping process between database and user lexicon grows due

to the increase of schema size and contextual differences.
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In this work the cost associated with the user-database lexical alignment is not quanti-

tatively and empirically measured. The dependencies expressed in the semantic entropy

measures described in Chapter 5 can be used as estimators for a qualitative analysis of

this effort.

In the next sections we analyze the semiotic and semantic assumptions behind three

dimensions in the data representation dimension, with a particular focus on the as-

sumptions behind Semantic Web/Linked Datasets (the reference data model): symbolic

grounding, data model and conceptual model.

4.2.3 Symbolic Grounding in Databases

In the closed communication scenario, the database lexicon which materializes the con-

ceptual model is represented by unique identifiers for the concepts in the conceptual

model. Under the perspective of the Semantic Web/Linked Data Web (the data model

which is used in the discussion of this work), the database elements can have associ-

ated URIs, which can make them visible and referenceable outside the original database

context.

The namespace which defines the URI is the authoritative source of its meaning [99],

and defines an identifier for the context in which the URI is defined. The unicity of its

meaning is built-in on the naming mechanism of the Web (the Domain Name Systems,

DNS1) and provides a Web-scale mechanism to support unambiguous referencing to

database elements. The set of URIs for a database defines the symbol space that users

need to map their internal conceptualizations into, in order to query the data.

1http://en.wikipedia.org/wiki/DomainNameSystem
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Considering the open communication scenario, the user has six possible information

sources to interpret the meaning of a third-party URI (mapping to his conceptualization

space):

• Direct descriptors:

– The natural language content embedded in the URI string.

– The natural language descriptors associated with the URI.

– The metadata associated with the URI (e.g. provenance).

• Associated descriptors:

– Terminology-level elements associated with the URI and their direct and

associated descriptors.

– Instance-level elements associated with the URI and their direct and associ-

ated descriptors.

– Software constructs and textual elements referencing the URI.

Users querying third-party data are dependent on the six interpretation sources in order

to interpret the meaning of a URI. In this case the interpretation of the database schema

is mediated by interpretation sources which are dependent on the natural language de-

scriptors and their associations. By being dependent on the interpretation of natural

language descriptors outside its original creation context, these sources are subject to the

semantic phenomena associated to natural language (ambiguity, vagueness, hyponymy

and synonymy) in the interpretation process. This is supported by the empirical evi-

dence that concepts of a given vocabulary are used outside its strictest intended sense

[151].

For the reasons above, the URIs as a semantic and semiotic system have the following

limitations:

• Growth of the symbolic space & associated cost of reuse: URIs provide a unique

identifier for the context in which a concept is used. Humans querying datasets,

building systems and mapping different conceptual models need to go through the

process of mapping their internal conceptualization to the conceptual model URI,

a process which is mediated by the interpretation of natural language descriptors.

For the open communication querying scenario, URIs do not provide a semantic

mechanism.
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The strength of URIs as a semiotic mechanism lies in the following elements:

• Built-in interpretation scoping mechanism: The namespace (prefix) associated

with a URI can be used to indicate the scope for the unambiguous interpreta-

tion of that symbol.

• Universal (Web-wide) unique referencing mechanism: Which supports its refer-

enceability at Web-scale, which is supported by the DNS infrastructure.

• Structured description: Under the Linked Data context, de-referenceable URIs are

able to provide a structured description under the RDF(S) standard, which can be

used to define a semantic approximation mechanism between different URIs (e.g.

taxonomic reasoning and identity links).

4.2.4 Data Model

Many data models for databases are grounded in a relational/predicate-type represen-

tation which can be mapped to first-order logic [66]. The predicate-argument structure

which is the common ground across different data models can be associated to how

information is cognitively organised and processed in the human brain, which defines

the basis of language and logic. Research in the cognitive sciences showed that there is

evidence that there is a neural correlate for the predicate-argument structure [152].

From a semiotic perspective, data models provide the structure in which conceptual

models can be expressed. In the context of databases, data models are structures used for

representing concepts, objects, their attributes and relationships in a domain of discourse

is such a way that operations such as selection, filtering, comparison, aggregation can

be facilitated.

Data models constructs provide a representation framework which supports:

1. Concept definition: Where words can be composed to form a database primitive

concept associated with a domain. A primitive symbol maps to the individuation

of primitive concepts in the database (e.g. ‘previous employees’ to describe a

database relation).

2. Distinction between different entity categories: Use of distinct data model

types to represent different categories of concepts. The most basic level of differ-

entiation is between predicate and constants (for example in the datalog model),

where predicate-type entities describe classes and relations and constant-type enti-

ties are named entities and numerical values. Other data models, such as RDF(S)
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make additional distinctions (class, instance, property, value) or the relational

model (relation, attribute, value, key, etc). A tuple is the atomic statement in the

database, corresponding to the instantiation of a set of predicates.

3. Syntax: Consists in the core compositional/syntactic pattern of the data model,

describing how elements from different categories can be combined, i.e., it describes

how the tuple is formed.

4. Collection: Describes a collection of tuples. In a relational model a table is a

collection, while in RDF(S) the collection is defined by a graph.

The data model ultimately impacts on the ability to address a particular type of task.

The relational data model and its core associated visualization structure (the tabular

structure) better expresses domains which are semantically homogeneous, expressing a

less variable and dynamic set of attributes [5]. The table as a communication device

emphasizes the categorization of individuals (relation name) and a rigid associated set of

attributes. This data model facilitates operations such as ordering, filtering, aggregation

and comparative visualization over elements containing the same set of attributes.

The RDF(S) data model and graph structure facilitates the construction of databases

which are semantically more heterogeneous (i.e. which can express high variability in

attribute composition for the instances in the database). The support for complex

schemas also reinforces the integration of different databases on the Web (Linked Data).

The increase in complexity shifts the core structure from relations in the relational space

(a set of predicates associated with an entity type) to instances in the Linked Data space.

The RDF(S) data model also facilitates a more expressive semantic representation of

the data by allowing terminology, instance-level and metadata under the same graph

representation. In particular, RDF(S) facilitates the description of terminology-level

relationships, bringing an additional level of structured description to terminology-level

elements (e.g. taxonomical description), enhancing the interpretability of these elements

for both human and computer agents.

Data models based on predicate-argument structures reflect an isomorphism with the

syntax of human language. There is a typical correspondence between different cate-

gories of database elements and lexical categories. Table 4.2.4 provides a partial cor-

respondence between categories of different data models and some of their frequently

corresponding lexical categories [153].
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RDF(S)-
EAV/CR

Logical Relational Natural Language

Instance Constant Value NNP+
Value Constant Value CD+
Class Unary predicate Entity, Attribute RB+—JJ+ NN(S)+ IN

NNP+
Property Binary predicate Entity, Attribute,

Relation
BE VB IN, BE VB NN+

Table 4.1: Correspondence between RDF, Logics, Relational and Part-of-Speech (lex-
ical categories) Patterns.

4.2.5 Conceptual Model

The conceptual model provides a description of the concepts and relationships in a

domain of discourse. The description of a conceptual model can be formalized using

different notations and represented using different data models. Under the relational

model, the conceptual model defines the database schema and is persisted into the data

dictionary with the use of Data Definition Language (DDL) and Data Manipulation

Language (DML). ‘A database schema describes the database administrator’s [designer’s]

knowledge of possible applications, the facts that can enter the database, or those of

interest to end-users’ [154].

In The Linked Data Web, the conceptual model is defined using vocabularies, defini-

tions for terminology-level classes and properties using RDF(S). RDF(S) databases are

schema-less, where the vocabularies define the descriptive model of the domain, instead

of a prescriptive model (in contrast to relational databases schemas). RDF(S) supports

a dynamic evolution of the schema. The concept of vocabulary is based on the idea

that some recurrent concepts and relationships in a specific domain of discourse can

be formalized under a conceptual model which describes part of a domain. This agree-

ment allows a level of conceptual model interoperability between different databases and

between database and data consumer.

4.2.6 Semantic Web, Linked Data Web & Schema-agnostic Queries

The vision behind the Semantic Web is that the combination of principled knowledge

representation approaches, added to large-scale data availability and logical inference

mechanisms would support the level of semantic flexibility necessary to address seman-

tic tasks such as semantic matching[68]. However, problems such as encoding data,

logical inconsistencies at scale and scalability problems at large-scale dataset drove the

simplification of the Semantic Web vision into the Linked Data Web[73], more aligned

with a database perspective of semantics.
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With the refocus from the Semantic Web to a Linked Data Web vision, the demand for

semantic flexibility at query time increases with the growing availability of data, but the

discussion on the aspects of data semantics decreased. From the Linked Data perspec-

tive, the semantic discussion was oversimplified to mechanisms such as the creation of

vocabularies which play the role of shared terminologies or with the use or taxonomical

inference mechanisms such as RDF(S).

Despite the major contribution of the Linked Data vision for providing an entity-centric

data integration framework, from the perspective of data consumption, existing mech-

anisms in which Linked Data relies upon such as vocabularies and URIs have major

associated costs in an open communication scenario and at their base rely on and are

mediated by the interpretation of natural language descriptors.

4.3 Semantic Model for Databases

4.3.1 Motivation

This section revisits different perspectives on semantics aiming at providing a semantic

model to support schema-agnostic queries. One demand of this discussion is to draw

the line between the level of the semantic investigation that must be undertaken to

support schema-agnostic queries and of semantic tasks which are dependent of a broader

knowledge representation and artificial intelligence discussion.

At the limit, schema-agnostic queries are dependent on the sophistication of the semantic

model behind them, which is strongly associated with knowledge representation and

reasoning frameworks. While the investigation of more sophisticated semantic models,

can improve the level of schema agnosticism, this work focuses on the investigation of

semantic models to support the semantic matching between schema-agnostic queries and

concepts in the database which are explicitly conceptualized.

4.3.2 Semantics: the Epistemological, Formal & Praxis perspectives

Semantic theories have its roots in the epistemological thought. From the evolution

of epistemology, different theories on the nature of knowledge emerged, including the

logical base developed by Aristotle, Leibniz, and Boole which culminated on the ana-

lytical philosophy in Frege and Russell. The approximation from analytical philosophy

to mathematics, brought the increase on the emphasis on a increasing formalisation of
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the logical thought. This tendency towards a formal perspective of semantics was rein-

forced by the growing number of connections between logics, computer science, artificial

intelligence and computational linguistics.

However, the formal perspective on semantics concentrates on the analysis and descrip-

tion of specific semantic phenomena under simplifying and isolating conditions, creating

a gap between the theoretical accounts and its applicability into complex and real world

conditions [155]. As Baroni et al. [155] summarizes:

“Most semantic models have dealt with particular types of constructions, and have been

carried out under very simplifying assumptions, in true lab conditions. If these idealiza-

tions are removed it is not clear at all that modern semantics can give a full account of

all but the simplest models/statements.” [155]

This observation points into a third major perspective on semantics, the praxis per-

spective, which focuses on the proposal of approaches which can address the semantic

phenomena at the level of complexity of its real world instances. These approaches

are typically multi-disciplinary and are focused on a specific category of semantic tasks.

The praxis perspective targets the construction of semantic models that can support the

materialization as systems and resources. An exemplar system following the semantic

praxis perspective is IBM Watson [130].

In order to cope with the complexity, semantic models from a praxis perspective focus

on the following characteristics:

• Focus on a specific category of tasks.

• Targeting real world data conditions.

• Effectiveness as best-effort/approximation, instead of targeting sound and complete

models.

• Quality as the empirical measurement of performance for addressing a specific task.

This work concentrates on providing a semantic model for schema-agnostic queries under

the praxis perspective.

4.3.3 Requirements for a Semantic Model for Schema-agnostic Queries

Addressing schema-agnostic queries can be categorised as one instance of the ‘[seman-

tic] brittleness bottleneck’ [46] as referred by Lenat, i.e. the symbolic rigidity of software
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systems and databases which are dependent on a perfect symbolic and syntactic match-

ing under the systems vocabulary. Addressing the brittleness bottleneck is intrinsically

dependent on the ability to capture large-scale data and its semantic relations. Accord-

ing to Lenat [46], a solution for the brittleness bottleneck depends on addressing the

following three tasks:

• Developing a declarative semantics language for knowledge representation.

• Developing a procedure for manipulating knowledge.

• Construction of the knowledge base (encoding the knowledge in the knowledge

representation framework).

While these dimensions summarize the components necessary for semantic models to

address most semantic problems, we claim that these components should be simplified

in order to provide effective models for specific tasks such as the support for schema-

agnostic queries.

The following requirements summarize the set of requirements for a semantic model for

schema-agnostic queries. The requirements converges the tasks introduced by Lenat,

a subset of the list of requirements for schema-agnostic queries, targeting a semantic

model under the praxis perspective:

1. Comprehensive Semantic Approximation Mechanism: A semantic match-

ing mechanism should be able to cope with the different semantic mapping types

defined in Section 2.8.2. For the semantic matching task, semantic approximation

is the final functionality and operation that the semantic model should support.

2. Comprehensive Semantic & Commonsense Knowledge Base: Open do-

main semantic approximation is dependent on large semantic and commonsense

knowledge bases. The semantic model should be able to express large common-

sense KBs.

3. Low Knowledge Acquisition Effort: There is a trade-off between the expres-

sivity of a semantic representation formalism and the effort associated to acquire

comprehensive commonsense knowledge bases. The semantic model should mini-

mize the effort involved in encoding the commonsense knowledge into the KB.

4. Justification: The semantic matching mechanism should be able to provide a

justification for the semantic matching. This supports the user for verifying the

suitability of the answer.
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5. Generality/Transportability: The semantic matching approach should be trans-

portable to different domains and data models (inherited from low setup & main-

tainability effort requirement for schema-agnostic queries).

6. Low Semantic Matching Execution Time: The semantic matching should be

able to address most of the matching operations in an interactive (< 10s) matching

execution time (inherited from the interactive query execution time requirement

for schema-agnostic queries).

7. Scalability: The semantic model should scale to large commonsense knowledge

bases and for large databases (inherited from from scalability requirement for

schema-agnostic queries).

4.4 Semantic Models

There are different perspectives on semantics which evolved from logics, linguistics or

cognitive psychology. These different views focus on describing different aspects of the

semantic phenomena. In this section, these different perspectives of semantics are briefly

analysed, in relation to their core characteristics and their connection with the semantic

view behind databases, and how each perspective fit into supporting the requirements

for a semantic model to allow the semantic matching for schema-agnostic queries.

4.4.1 The Formal (Logic) Perspective on Semantics

The formal/logical perspective of meaning evolved from the analytical philosophy pro-

gram of providing a more rigorous representation which can support a more precise

reasoning process. Logics interprets meaning as a calculus where knowledge is ‘rigor-

ous and explicit; modelled on methods in logic’ [156]. Most of the formal approaches

are truth-conditional and model-theoretic, where the meaning of a sentence is taken to

be a proposition which is true or false in relation to some model of the world [157].

The meaning of a proposition/expression are the instances (constants) in the model and

predicates are functions from instances to truth-values.

Inference is part of the formal perspective of semantics, where the knowledge base is

extended automatically by an algorithmic process. Querying and reasoning over a logical

KB are highly dependent on logically consistent KBs.

The construction of large commonsense knowledge bases under a formal logic framework

present major challenges: (i) lack of a built-in semantic approximation mechanism; (ii)
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need for maintaining logic consistency in the KB, a requirement which is difficult to

guarantee in large-scale commonsense KBs; (iii) performance and scalability problems

for large KBs; (iv) data acquisition problems as new knowledge needs to be expressed

under a formal representation and should not violate the consistency of the KB.

Relational, Linked Data and Semantic Web databases are grounded on a formal view

on semantics based on first-order logics. The logic perspective of semantics is given

priority under the computer science perspective as it provides the framework to analyse

the soundness and completeness properties of different approaches.

4.4.2 The Cognitive Perspective on Semantics

The cognitive perspective on semantics emerged from investigations in human cognition

and emphasizes the way humans form and use concepts and categories [149]. ‘Catego-

rization occurs in all sensory modalities ... providing the gateway between perception

and cognition’ [158] apud [149]. Categories are names for sets (predicates) that help in

the organization of entities in the world and have a hierarchical structure. A category

can have an associated concept, which is a description of the discriminating features of

that object. A new object in the world is categorized according to these features or it

will define a new category.

The concept which defines the meaning of a word used to describe the category is a

lean representation of individual conceptualizations (that could transcend the level of

description), which represents the social understanding for it. For example an aeronau-

tical engineer has a very complex conceptualization for the word ‘airplane’, but still

he can communicate with the layman interpretation of that word. Additionally, not

all categories have associated words to describe it, relying on compositions of other

categories.

The focus of cognitivist approaches to semantics is to provide models which explain

how human cognition works, using some of the characteristics of these models as a basis

for the creation of computational semantic models. In the next sections two semantic

models which emerged from cognitive models are described: prototypes and frames.

4.4.2.1 Prototypes

The notion of category as a way to describe sets of objects has similarities with the

predicates in the formal perspective of semantics. However, the latter perspective is

shaped by the ‘necessary and sufficient conditions’, which states that a predicate is

defined by a set of necessary conditions which are sufficient when considered jointly.
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The necessary and sufficient conditions (NSC) model can be categorized by the following

properties [149]:

1. Categorization depends on a fixed set of conditions or features.

2. Each condition is absolutely necessary.

3. The conditions are binary (true or false).

4. Category membership is binary (true or false).

5. Categories have clear boundaries.

6. All members of a category are of equal status.

The logical perspective on categories have been questioned in the context of prototype

theory. Prototype theory is based on the notion that there are ‘better members’ of a

category, changing the binary membership perspective to a similarity degree perspective.

These ‘better examples’ of members of a category are called prototypes, and the mem-

bership of other objects with regard to a category can be determined by its similarity to

a prototype. Different experiments in cognitive psychology were carried out to support

this hypothesis, confirming that some categories have a ‘graded structure’ such as the

category of birds and colors [159].

The prototype model of categorization contains the following characteristics (adapted

from [149]):

1. Graded structure and membership (members of a category are not of equal status).

2. Prototypes as best examples.

3. No set of necessary conditions.

4. Family resemblance.

5. Fuzzy boundaries.

Prototypes introduce the notion of prototype similarity as a basic construct in the se-

mantic model, providing a principled approach for conceptual approximation. Since the

prototypes theory have concentrated more on the mechanisms to create concepts, the

traditional notion of prototypes refer in many cases to extra-linguistic features as the

category of colors [159] shows. Despite the fact that prototype theory is more focused

on concept formation, some of its notions can be applied in a semantic model in the
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context of schema-agnostic queries: for example semantic approximation as a built-in

construct and the flexibilization of the necessary and sufficient conditions (NSC).

As a limitation, prototype theory does not have an explicit representation of the internal

structure of the concepts, concentrating more on taxonomical structures

4.4.2.2 Frames

The theory of cognitive frames [158] claims that concepts in the human cognition are

represented as frames, i.e. a structured description of a concept, which provides a basic

set of attributes and values associated to a concept. In contrast to prototype theory,

frame semantics provides an explicit representation of the internal structure of the con-

cepts. Minsky [160] describes a frame as a cover term for ‘a data-structure representing

a stereotyped situation’. According to Fillmore [161]2 frame semantics assumes that the

meanings of most words can best be understood on the basis of a semantic frame: a

description of a type of event, relation, or entity and the participants in it.

Frames provide a higher level structured interpretation for a word based on higher level

categories (Frame Elements) associated with words (lexical units).

According to Loebner [149] a frame can be defined as:

Definition 4.1 (Frame). A frame is a conceptual network of attribute-value assign-

ments that fulfills the following uniqueness assumptions: unique frame referent, unique

attributes and unique values.

Attributes have a functional role in the sense that they provide an unique value assign-

ment for a value. The attribute can be seen under a relational perspective as it requires

the referent to be associated with the value, generating an entity-attribute-value triple.

Frame attributes can be classified according to four types:

• Part attributes: Provide a description of the mereology of an object.

• Correlate attributes: Specify objects of an independent existence to which the

referent of the concept is uniquely related.

• Property attributes: Provide a description of the abstract properties for the referent

(gender, nationality).

• Event attributes: Describes the events associated with the referent.

2https://framenet.icsi.berkeley.edu/fndrupal/about
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Figure 4.5: Semiotic triangle for the cognitive, structuralist and formal perspectives
of semantics (Loebner, 2014 [149]).

According to [158] apud Loebner[149], frames and prototypes can be integrated through

the specification of default values to prototypical properties.

Linked Data and Semantic Web databases (in the RDF(S) layers) share part of the

perspective of meaning provided by frames, merging it with the logics perspective of

meaning. Vocabularies and lightweight ontologies can be seen as mechanisms which

provide a frame-based representation of concepts [162]. Similarly to the logical perspec-

tive, frame semantics depends on the explicit conceptualization of frames, increasing

the data acquisition costs. However, frames concentrate on the representation of mini-

mal models which describe the higher-level (taxonomical) categories associated with the

structure.

4.4.3 The Structuralist Perspective on Semantics

The structuralist (Saussurrean) view of meaning evolved from a linguistic perspective:

‘the language is to be studied exclusively from within’ [149]. According to the struc-

turalist view, the meaning of a sign is defined by its sets of relations and differences to

the meaning of other signs (semantics as meaning relations). According to [149] ‘the

structuralist notion of meaning is radically relational’.
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Dirk Geeraerts [163] summarizes the spirit behind the structuralist view of meaning:

“First, the study of meaning should not be atomistic but should be concerned with se-

mantic structures. Second, it should be synchronic instead of diachronic, and third, the

study of linguistic meaning should proceed in an autonomously linguistic way. Because

the meaning of a linguistic sign is determined by its position in the linguistic structures of

which it is a part, linguistic semantics should deal with those structures directly, regard-

less of the way in which they may be present in the individuals mind. Because the subject

matter of semantics consists of autonomous linguistic phenomena, the methodology of

linguistic semantics should be autonomous, too.” [163].

Saussurre emphasizes that meaning arises from two kinds of differences between signifiers

[164] apud [147]:

• Paradigmatic: Paradigmatic relations are functional contrasts, expressing differ-

entiation. A paradigm is a set of associated signifiers or signifieds which are all

members of some defining category, but in which each category is significantly

different [147]. ’Paradigmatic relations are those which belong to the same set by

virtue of a function they share... A sign enters into paradigmatic relations with all

the signs which can also occur in the same context but not at the same time’ [165].

• Syntagmatic: Syntagmatic relations are expressed by possibilities of combination.

Syntagmatic relations refer to other signifiers co-present within a local context. ‘A

syntagm is an orderly combination of interacting signifiers which forms a mean-

ingful whole within a text’. The study of syntagmatic relations reveals the con-

ventions or ‘rules of combination’ underlying the production and interpretation of

texts [147].

Whereas syntagmatic analysis studies the ‘surface structure’ of a text, paradigmatic

analysis seeks to identify the various paradigms (or pre-existing sets of signifiers) which

underlie the content of texts. Saussure noted that a characteristic of what he called ‘asso-

ciative’ relations (i.e. paradigmatic relations) that such relations are held ‘in absentia’,

in the absence from a specific text of alternative signifiers from the same paradigm

([164] apud [147]). Structural analysis involves the analysis the existence of ’underlying’

thematic paradigms (such as antonyms).

The structuralist perspective sees the semantics as a reflection from the relationships

expressed in the text, where the syntagmatic relations define the context in which

paradigmatic relations are defined. From an acquisitional point of view, the structuralist

perspective can support approaches which are able to automatically extract semantic

information from text.



Chapter 4. Towards a New Semantic Model for Databases 113

More recently, the structuralist view have been empirically supported by strong evidence

that it can support semantic models automatically built from syntagmatic/paradigmatic

relations in the text, in particular in the context of distributional semantic models. The

connection between structuralism and distributional semantics as a historical analysis is

described by Sahlgren in [166]. According to Sahlgren [166]: “The differential view on

meaning that Harris assumes in his distributional methodology does not originate in his

theories. Rather, it is a consequence of its theoretical ancestry. Although Harris’ primary

source of inspiration was Bloomfield, the origin on the differential view on meaning goes

back even further, to the cradle of structuralism and the Cours de linguistique generale.

It is in this work [that] Ferdinand de Saussurre lays the foundation for what will later

develop into structuralism”. For a further discussion the reader is referred to [166].

Section 4.5 provides a detailed analysis of the main elements of distributional semantic

models.

While these models do not provide fine-grained semantic models, i.e. semantic models in

which all elements are unambiguously defined, they can be used as approximative models

for specific semantic tasks, in particular tasks which target semantic approximation

based on linguistic knowledge.

4.4.4 Requirements Coverage

In the previous sections different perspectives on semantics were analyzed in relation to

requirements for a semantic matching model for schema agnostic queries. Table 4.4.4

summarizes the requirements and which semantic models better covers each requirement

dimension.

The structuralist/distributional perspective provides a semantic model which better cov-

erages the set of requirements. Since structuralist/distributional models are based on

large-scale statistical linguistic evidence, they do not provide an easily interpretable jus-

tification mechanism for the semantic alignments which is convenient to be interpreted

by human users.

From the time performance perspective, distributional semantics provides an approxima-

tive model in which its performance and scalability is dependent on the dimensionality

of the distributional vector space. Techniques for reducing the dimensionality of the

space are fundamental for the scalability of distributional models to large corpora.
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4.5 Distributional Semantics

4.5.1 Introduction

Distributional semantics is built upon the assumption that the context surrounding a

given word in a text provides important information about its meaning (Distributional

hypothesis) [50]. A rephrasing of the distributional hypothesis states that words that

occur in similar contexts tend to have similar meaning [50]. Distributional semantics

focuses on the construction of a semantic representation of a word based on the statis-

tical distribution of word co-occurrence in texts. The availability of high volume and

comprehensive Web corpora [53] brought distributional semantic models as a promising

approach to build and represent meaning. One of the major strengths of distributional

models is from the acquisitional point of view, where a semantic model can be automat-

ically built from a large text collection.

The distributional hypothesis can be interpreted under different levels of emphasis [167]:

Definition 4.2 (Distributional hypothesis). “Words that occur in similar contexts tend

to have similar meanings” ([50]; [49]).

Definition 4.3 (Weak Distributional hypothesis). “Word meaning is reflected in lin-

guistic distributions. By inspecting a sufficiently large number of distributional contexts

we may have a useful surrogate representation of meaning.”

Definition 4.4 (Strong Distributional hypothesis). “A cognitive hypothesis about the

form and origin of semantic representations.”

In the context of this work, the weak distributional hypothesis is assumed.

4.5.2 Distributional Semantic Models (DSMs)

Distributional Semantic Models (DSMs) represent co-occurrence patterns under a vector

space representation. In this section, the core components of a distributional semantic

model are described.

4.5.2.1 Distributional Vector Space

In DSMs, the meaning of a word is represented by a weighted vector where each dimen-

sion represents a context in which the word occurs in the corpora (Figure 4.6). A DSM

defines a vector space for the set of words represented within the DSM.

A vector space is defined as:
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Definition 4.5 (Vector Space). A real vector space V SR is a set that is closed under

finite vector addition (V × V → V ) and scalar multiplication (R× V → V ), and should

satisfy the following axioms (for vectors −→u ,−→v ,−→w and scalars a, b):

• For the vector addition:

– commutativity: −→u +−→v = −→v +−→u

– associativity: −→u + (−→v +−→w) = (−→u +−→v ) +−→w

– identity: −→v + 0 = −→v for all −→v ∈ V

– inverse: forall−→v ∈ V , exists
−→
−v such that −→v + (−→v ) = 0

• For the vector multiplication:

– associativity: (ab)−→v = a(b−→v )

– distributivity: a(−→u +−→v ) = a−→u + a−→v

– identity: 1−→v = −→v for all −→v ∈ V

Definition 4.6 (Linearly independent vector). n vectors −→v0,
−→v1,
−→v2, ...,

−−−→vn−1 are linearly

dependent if exists n scalars c0, c2, ..., cn−1 not all equal to zero such that: c0
−→v0 + ....

+ cn−1
−−−→vn−1 = 0. The vectors are linearly independent if this condition does not hold.

Definition 4.7 (Vector Space Basis). A basis for a vector space V S is defined as a

subset of vectors

Definition 4.8 (Vector Space Dimension). The dimension of the vector space V SR is

the number of basis vectors in V SR.

DSMs are represented as a distributional vector space, where each dimension represents

a context C for the linguistic context in which the target term T occurs in a reference

corpora RC.

Definition 4.9 (Target word). A target word t is the word in the reference corpora for

which the distributional vector representation is generated.

Definition 4.10 (Context pattern). A context pattern is a linguistic pattern in the

reference corpora RC. A context pattern has an associated context identifier c.

The distributional interpretation of a target word is defined by a weighted vector of

the contexts in which the word occurs, defining a geometric interpretation under a

distributional vector space. The weights associated with the vectors are defined using

an associated weighting scheme W, which re-calibrates the relevance of more generic or

discriminative contexts and normalizes the weighting of the vectors.
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Definition 4.11 (Distributional vector for a target word). A distributional vector
−→
t

for a target word t is given by:
−→
t = w0c0 +w1c1 + ...+wn−1cn−1, if t co-occurs with c

in the reference corpora and wi are the weighting functions ∈ R.

4.5.2.2 Context Patterns

Different context patterns can be defined for distributional semantic models, including

number of neighbouring word windows, sentences, paragraphs and documents. Lexical

categories and syntactic features (e.g. dependencies) are also used to define the context

patterns.

Wider distributional contexts (e.g. paragraphs, documents), tend to capture syntag-

matic relations (words with different meaning which frequently co-occur in the same

context, such as vehicle and wheel, war and weapon) while narrow context windows

will capture paradigmatic relations, i.e. words that occur in very similar syntagmatic

contexts, typically synonyms and antonyms.

The example below shows an example of the target word ‘child’ / ‘children’ and the set

of collocated words which define the context pattern in a small reference corpus. In this

example, the context pattern is given by the set of nouns and verbs within a context

window of five words.

Corpora:

... her children were born after the ... ... and his family including wife and children

... ... sent his child to school ... ... the child played and then she went to school ...

The process of selecting the best context, called context engineering, is dependent on its

suitability of the task at hands and strongly affects the performance of the DSM.

4.5.2.3 Weighting Functions

Distributional models are built based on the frequency of co-occurrence patterns between

target words and context patterns. Computed over a large reference corpora, higher

co-occurrence frequencies may provide evidence that the context pattern is strongly as-

sociated with a target word. Some context patterns can be more discriminative and de-

scriptive of the semantic content of the target word in relation to other context patterns.

Weighting functions are used to recalibrate the weight of a context feature, weighting-

up more salient contexts in comparison with other co-occurrence patterns. Common

context patterns across different target words are weighted down. As Turney & Pantel

[168] summarizes: ‘the idea of weighting is to give more weight to surprising events and
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less weight to expected events’. The weighting function can also be interpreted as an

automatic feature selection process.

Weighting functions are also important to normalize the size of context vectors, for

example, document length normalization (Turney & Pantel [168]).

Different types of weighting functions can be applied [169]: term frequency/inverse docu-

ment frequency (TF/IDF), mutual information (MI), T-Test among others are examples

of different weighting schemes available from the literature. In case no weighting function

is applied, wij = fij .

Definition 4.12 (Weighting function). A weighting function wij is a function of f ,

where f is the number of times that ti co-occurs with the context pattern cj in the

reference corpus RC.

The example distributional vector for
−−−→
child over the example corpora is shown in Figure

4.6.

Example Vector:

• target word T = ‘child’.

• context pattern C = nouns and verbs in the same sentence (c0 = school, c0 = born, c1

= family, c2 = wife, c3 = played, c4 = sent, c5 = went).

• weighting function W = frequency in C.

The distributional vector for the target word is
−−−→
child:

−−−→
child =






















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Figure 4.6: Depiction of the example of the distributional semantic representation of
a word in a corpora.
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Figure 4.7: Distributional matrix built from the context vectors of the target words.

4.5.2.4 Distributional Matrix

The set of distributional vectors for the target words can be organised into a distribu-

tional frequency matrix M for the weights wij (T × C), where the lines correspond to

the target words and the columns to the context patterns (Figure 4.7).

The distributional frequency matrix consists of three steps: (i) sequentially scanning

through the corpus, recording events of the type <target word, context vector>, counting

their occurrences, (ii) creating the table using a sparse representation, (iii) applying the

weighting scheme [168].
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4.5.2.5 Dimensionality Reduction

The number of distinct context patterns determines the dimensionality of the vector

space. The dimensionality of the space has a strong computational impact on the per-

formance of the distributional model. In order to address this problem, dimensional-

ity reduction techniques are applied to reduce the dimensionality of the vector space.

One example of dimensionality reduction operation is the Singular Value Decomposition

(SVD) ([170], [171]), which computes a lower dimensionality matrix as an approxima-

tion of the higher dimensionality, minimizing the approximation errors. [170] and [171]

interprets the dimensionality reduction process as a way to discover the latent meaning

(each dimension corresponds to a latent meaning for different words).

4.5.2.6 Distance Measures: Semantic Similarity & Relatedness

The distributional semantics vector space contains a set of words represented by their

weighted co-occurrence context patterns. According to the distributional hypothesis,

words that contain similar contexts will tend to have similar meanings. As the vector

space defines a geometric representation for the meaning of a word, words with similar

contexts will tend to have vectors which are geometrically closer, in contrast with words

with dissimilar contexts. This supports the definition of the correspondence between

geometric/vectorial distance and semantic similarity & relatedness. In this case, the

semantic similarity between two words t1, t2 is a function of their corresponding vector

distance in V SR.

Two examples of distance measures are the cosine similarity and the Euclidean distance.

The cosine similarity is defined as the angle between the two word vectors and it is

calculated using the scalar product.

Definition 4.13 (Scalar product). Let a = (a0, a1, a2, ..., an) and b = (b0, b1, b2, ..., bn)

be vectors in R
n. The scalar product is a · b is given by: a · b =

∑

aibi

Definition 4.14 (Cosine similarity). Let a = (a0, a1, a2, ..., an) and b = (b0, b1, b2, ..., bn)

be vectors in R
n. The cosine similarity of two vectors is given by the scalar product of

two normalized vectors:

cos(a, b) =
a · b

‖a‖‖b‖

The Euclidean distance measures the distance between the points defined by the word

vectors and it is defined as:
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Figure 4.8: Depiction of the cosine similarity for the distributional vector space.

Definition 4.15 (Euclidean distance). Let a = (a0, a1, a2, ..., an) and b = (b0, b1, b2, ..., bn)

be vectors in R
n. The Euclidean distance of the two vectors is given by the scalar product

of two normalized vectors:

d(a, b) =
√

sum(bi − ai)2

Other similarity measures can be defined [169]. Figure 4.8 depicts the cosine similarity

for two example vectors.

4.5.2.7 Multiple Senses & Ambiguity

Most DSMs collect distributional evidence for all possible senses of a word into a single

distributional vector. During the computation of semantic relatedness, the vector com-

ponents (contexts) relative to the senses which match the other word sense are used in

the computation of the semantic relatedness score. In this process, each word helps to

select the best sense of the other word. This implicit word sense disambiguation process

during the computation of the semantic relatedness measure penalizes the final score.

However, in most cases the overlap of the matching sense contexts provides sufficient

evidence that the two words are strongly related. Figure 4.9 depicts subspaces defined

by two word senses.
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Figure 4.9: Depiction of word sense components for the distributional vector of a
word.

4.5.2.8 Distributional Semantic Model

The following definition summarizes the core elements of a distributional semantic model.

Definition 4.16 (Distributional Semantic Model (DSM)). A Distributional Semantic

Model (DSM) is a tuple (T , C,R,W,M, d,S), where:

• T are the target words, i.e. the words for which the DSM provides a contextual representa-

tion.

• C are the context patterns in which T co-occur.

• R is the relation between T and the context patterns C.

• W is the context weighting scheme.

• M is the distributional matrix, T × C.

• d is the dimensional reduction function, d :M→M′.

• S distance measure, between the vectors inM′.

This definition supports the understanding of which are the core elements of distribu-

tional semantic models, also supporting the classification of DSMs. Examples of different

distributional semantic models are:

• Latent Semantic Analysis (LSA) [170].
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• Random Indexing (RI) [172].

• Explicit Semantic Analysis (ESA) [53].

4.6 Effectiveness of Distributional Semantics: Semantic

Similarity & Relatedness

4.6.1 Motivation

Due to the simplicity of its representation, distributional semantics enables the construc-

tion of comprehensive semantic models from large-scale unstructured text. The ability

to extract semantic information from large scale corpora supports the construction of se-

mantic models which addresses the comprehensive semantic matching requirement (Sec-

tion 1.6).

However, the simplicity of the semantic representation implies that distributional se-

mantic models are more coarse-grained in comparison to manually curated structured

semantic models, restricting the scenarios in which distributional semantic models are

effective.

The computation of semantic similarity and semantic relatedness measures is an impor-

tant case in which the effectiveness of distributional semantics is empirically confirmed

[53]. DS performs better than existing approaches based on structured and manually

curated resources such as WordNet. Additionally, we argue that the effective computa-

tion of semantic similarity and relatedness measures should be first-class citizens in the

process of mapping schema-agnostic queries to database elements.

The problem of measuring the semantic similarity and relatedness of two concepts can

be stated as follows: given two concepts A and B, determine a numerical measure

f(A,B) which expresses the semantic similarity or relatedness between concepts A and

B. The notion of semantic similarity is associated with taxonomic (is-a) relations, while

semantic relatedness represents more general relations. ‘Car’ and ‘train’ are examples

of similar concepts (both share a common taxonomic ancestor, ‘vehicle’ ) while ‘car’ and

‘wheel’ are related concepts (a wheel is part of a car) [51]. As a consequence, semantic

similarity is considered a particular case of semantic relatedness.

Alternatively semantic similarity can also be defined as two concepts sharing a high num-

ber of salient features (attributes): synonymy (car/automobile), hyperonymy (car/ve-

hicle), co-hyponymy (car/van/truck), while semantic relatedness [173] can be defined
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as two words semantically associated without being necessarily similar: function (car/-

drive), meronymy (car/tyre), location (car/road), attribute (car/fast) [149].

The problem of modelling and applying measures of semantic similarity and relatedness

between two concepts has been investigated in different domains including cognitive

psychology, artificial intelligence, information retrieval and natural language processing.

Early approaches in cognitive psychology [51, 174] investigated semantic similarity and

relatedness motivated by its centrality in the process of modelling the semantic memory

in human cognition. Later, the cognitive semantic similarity and relatedness models

were applied to the AI and computational linguistics domain.

However, for some years, the lack of structured semantic representations represented a

barrier for its application in different semantic tasks. More recently, the availability of

resources containing richer and more comprehensive structured semantic representations

(thesauri, taxonomies, semantic networks) such as WordNet or ontologies, brought the

investigation of semantic similarity and relatedness to a new phase. As a consequence,

new measures based on linguistic resources such as WordNet and on ontologies were

created.

The application of linguistic resources such as WordNet and ontologies lies at the core of

existing approaches to address the vocabulary problem in its many instances, including

schema-agnostic queries [118]. The use of these resources is not always mediated by

the computation of associated similarity and relatedness measures, but also by simple

synonym/hypernym/hyponym lookup approaches, ontology navigation algorithms and

by taxonomical and logical inferences. The application of WordNet and ontology-based

approaches for addressing schema-agnostic queries was previously analysed in Chapter

3.

The computation of semantic similarity and relatedness based on WordNet has the

following limitations:

• Limited number of concepts and relations

– Lack of representation of non-taxonomic relations: WordNet concentrates on the repre-

sentation of taxonomical and synonymic relations, limiting the computation of semantic

relatedness measures.

– Meaning evolution: The use of words and their associated meaning is continuously

evolving with new contexts of use. WordNet provides a snapshot of consensual meaning

descriptions at a certain point in time. The evolution of the meaning of a word requires

WordNet to be updated.
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– Meaning variation in more specific contexts: Meaning can strongly vary in the context

in which it is used. WordNet represents common and consensual senses that a word can

be used: more specific or particular senses are not covered.

• High construction effort/Low transportability: WordNet was manually created by lin-

guists. There is a high associated cost for updating WordNet to cope with meaning

evolution, to cope with other languages or to cover domain-specific scenarios.

The limitations of WordNet brought to focus the use of approaches which could be au-

tomatically built from text. The availability of large amounts of unstructured text on

the Web and, in particular, the availability of Wikipedia, a comprehensive and high-

quality knowledge base [53], motivated the creation of similarity and relatedness mea-

sures based on these resources, focusing on addressing the limitations of WordNet-based

approaches, trading structure for volume of commonsense knowledge [53]. Distributional

semantic models were used to define new semantic similarity and relatedness measures.

Distributional measures have shown clear improvements over previous WordNet-based

approaches, getting closer to human-level assessments of semantic relatedness [53]. In

addition, as observed by Gabrilovich & Markovich [53], the growth of reference corpora

such as Wikipedia can represent a perspective of constant performance improvements of

distributional approaches.

4.7 A Distributional Semantic Model for Databases

4.7.1 Distributional Grounding of Database Symbols

The analysis of the different perspectives of semantics shows that distributional seman-

tics provides a semantic model which can address the requirements for the construction

of a semantic matching mechanism for schema-agnostic queries. At the center of this

strategy is the process of using a simplified vector-based semantic representation, which

automates the semantic and commonsense knowledge acquisition effort and can sup-

port the process of semantic approximation between the query lexicon and the database

lexicon.

Distributional semantics and the formal perspective of databases are complementary.

The convergence between the existing database semantics and distributional semantics

defines a hybrid model which inherits properties from different semantic perspectives

(Figure 4.11). In the hybrid model, the crisp semantics of query terms and database

elements is extended and grounded over a distributional semantics model, which is used

in the semantic approximation process (Figure 4.12).
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The following definitions provide the core elements of the hybrid distributional-relational

semantic model.

The alignment between a query term and a database term/element using a DSM is

defined as a d-alignment.

Definition 4.17 (Distributional Semantic Model Alignment). Two terms t1, t2 have a



Chapter 4. Towards a New Semantic Model for Databases 126

p0(c0,c1)

p1(c0,c2)

p2(c1,c2)

...

pm(cl,cn)

DBSchema-agnostic query

qp0(qc0,x0) Ʌ 

... 

Ʌ  qpi(xj,qck)

Rules-based 

Commonsense KB

pm(c0,cn) ← ... ← qpi(qcj,cck)

Deductive 

Inference

Semantic matching

p0(c0,c1)

p1(c0,c2)

p2(c1,c2)

...

pm(cl,cn)

DBSchema-agnostic query

qp0(qc0,x0) Ʌ 

... 

Ʌ  qpi(xj,qck)

Distributional

Commonsense KB

pm~ qpi 

...

qcj~ cck

Semantic 

Relatedness

Semantic matching

A

B

Figure 4.12: Logical (A) versus Distributional (B) alignment between query and
database elements.

distributional semantic model alignment (d-alignment) if, for a distributional semantic

model DM, they are semantically related according to a distributional model: t1 ˜DM

t2.

Definition 4.18 (Semantic Relatedness Score). Each d-alignment between two terms

t1, t2 has an associated semantic relatedness score srel(t1, t2).

Definition 4.19 (Semantic Relatedness Threshold). A semantic relatedness threshold

η for a reference corpus RC and a distributional model DM is a semantic relatedness

value above which two terms are d-aligned. t1 ˜DM t2 if srel(t1, t2) ≥ η.

The semantic relatedness threshold defines a region in the vector space in which two

terms can be considered semantically equivalent (Figure 4.13).

In order to introduce the discussion on the d-alignments between query and database,

we start with a simplified example where the alignments are computed between a query

term q and a set of database predicates p. The naive process of determining d-alignments

consists of computing the distributional semantic relatedness scores between query terms

and database terms, ranking the alignments according to their semantic relatedness

values and filtering out alignments below the semantic relatedness threshold.

Figure 4.14 shows an example of a query and a database with a set of facts, while Figure

4.15 shows distributional semantic relatedness values between the query term ‘child’

and database predicates, ranked in a decreasing order. The final d-alignment is then

determined (Figure 4.16) by applying the threshold η.
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threshold.
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Figure 4.14: Example query and predicates.

srel(childOf, fatherOf) = "0.03259"

...

srel(childOf, sonOf) = "0.01091"

srel(childOf,occupation) = "0.00356"

srel(childOf, religion) = "0.00120"
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Figure 4.15: List of database predicates for the example database ranked by their
semantic relatedness score against a query term.

The computation of the distributional semantic relatedness is a semantic approximation

process in which the distributional knowledge serves as surrogate for the rules and axioms

in a commonsense knowledge base. The assumption is that the knowledge that would

be expressed as rules and axioms is embedded in an unstructured way in the reference

corpora, and that the query-database provides the contextual and scoping mechanism in

which the distributional knowledge can be applied as a semantic/commonsense approxi-

mation mechanism.
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childOf(x, Bill Clinton) fatherOf(Bill Clinton, Chelsea Clinton)

DBQuery

srel(childOf, fatherOf) = "0.03259"  η = 0.02        childOf ~ fatherOf

←

childOf(x,y) ←daughterOf(x,y) Ʌ female(x)

childOf(x,y) ← sonOf(x,y) Ʌ male(x)

kidOf(x,y) ← daughterOf(x,y)

kidOf(x,y) ← sonOf(x,y)
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Figure 4.16: d-alignment between query term and database term.

An implication of the type A(x) ← B(x) is equivalent to B ⊆ A. The d-alignment

A ˜DM B is not equivalent to A(x) ← B(x) in absolute terms, i.e. for all possible

inference contexts. However, we argue that given a certain inference context, the A(x)←

B(x) implication can be locally semantically equivalent to a d-alignment. Figure 4.17

depicts the contrast between a rules-based inference approach and a distributional-based

approach.

Definition 4.20 (Contextual Distributional Equivalence Hypothesis). Let tq be a query

term and tDB be a database term. Let κ(tq) and κ(tDB) be the contextual information

associated with the query and database terms respectively (i.e. other words in the query

and other entities in the database). If tq is d-aligned with tDB under the context κ(tq)

and κ(tDB) then tq and tDB can be assumed to be semantically equivalent.

The contextual distributional equivalence hypothesis is specialized in the scope of this

work to assume that the query can provide sufficient contextual information for answer-

ing the query (i.e. the query is not intrinsically ambiguous or vague). This leads to the

definition of the sufficient context condition:

Definition 4.21 (Sufficient Context Condition). The context (κ(tq), κ(tDB)) is said

to be sufficient wrt to a distributional semantic model (DM) if there is a unique d-

alignment tq ˜DM tDB

4.7.2 Semantic Best-effort

While structured query models target perfect accuracy models, the intrinsic semantic

phenomena which emerges in a open communication scenario for schema-agnostic queries
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Figure 4.17: Corresponding rules.

brings the demand to revisit the perfect accuracy expectations in this scenario. The

approximative nature of distributional models brings an inherent level of uncertainty to

the querying process.

In this scenario, the process of database querying should become closer to the information

retrieval interaction approach, where users get a list of ranked results, but there is no

expectation of perfect accuracy (precision = 1 and recall = 1). This is summarized in

the principle of the semantic best-effort :

Definition 4.22 (Principle of Semantic Best-effort). In open communication schema-

agnostic query approach scenarios, users should expect approximate results. Query

mechanisms should maximize the precision and recall of the result set.

Given a sufficient context query set Q, the quality of the distributional model DM can

be evaluated with regard to a database DB.

Definition 4.23 (Distributional Model Precision). The precision of a distributional

model DM (d-precision) with regard to a database DB and a context-sufficient query

set Q is given by:

precision(DM,DB,Q) =
number of qi ∼

DM tj
total number of correct qi ∼DM tj

Definition 4.24 (Distributional Model Recall). The recall of a distributional model

DM (d-recall) with regard to a database DB and a context-sufficient query set Q is

given by:

recall(DM,DB,Q) =
number of correct qi ∼

DM tj
total number of correct qi ∼DM tj
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Given a pre-defined finite set of context-sufficient schema-agnostic queries Q, it is pos-

sible to define the conditions for a distributional model to be satisfy a perfect accuracy

condition. This implies in restricting the query set to a finite known query set (clos-

ing the query set). A DSM which can support this condition is called d-separable with

regard to a query Q and a database DB.

Definition 4.25 (d-Separability). A DSM is d-separable for a finite set of schema-

agnostic context-sufficient queries Q and for a database DB if d-precision = 1 and

d-recall = 1 for all Q-DB d-alignments.

4.8 A Semantic Abstraction Layer for Databases

Distributional semantics provides a complementary perspective to the formal perspective

of database semantics. While the formal perspective of meaning provides a crisp seman-

tics for the closed communication (single context) scenario, distributional semantics can

provide a flexible semantic layer for the open communication (multi-context) scenario.

This layer supports schema-agnostic queries for databases for data environments under

the SCoDD conditions. Similarly to the relational model which targeted creating a layer

for abstracting users from the data management internals [66], distributional semantics

supports the construction of a conceptual/schema abstraction layer, where users can be

abstracted from the specific representation of the data. This complementary semantic

abstraction layer grounds the semantics of the data in a vector representation over a ref-

erence corpora, which defines a generic architectural element for database management

systems (DBMS) under the SCoDD conditions. As a high-level architectural scheme, the

layer is represented in Figure 6.4.

Addressing the problem of schema-agnostic queries is dependent on a semantic model

which supports the creation of large commonsense knowledge bases. Inference over com-

monsense knowledge bases can support the level of semantic approximation necessary

to address the vocabulary problem for schema-agnostic queries. In the context of this

work commonsense knowledge bases refer to the data and the semantic representation

necessary to support the semantic approximation of query terms to database elements.

By simplifying the semantic representation using the vector representation, common-

sense information can be automatically extracted from large-scale corpora, increasing

the completeness of the commonsense KB in the spectrum of knowledge which is tar-

geted by schema-agnostic queries, i.e. intensional linguistic knowledge (Figure 4.19).

This supports a shift from the high-cost manual curation approaches which are used in

the construction of semantic/commonsense knowledge bases and linguistic resources.
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Figure 4.19: Semantic completeness of databases.

The proposed model can be seen as a step further from the need to formalize text

domains into ontological structures for the problem of resolving schema-agnostic queries.

Brewster, 2008 [175] proposes a revision of automatic ontology learning tasks towards

making the task weaker (by acknowledging that perfect knowledge cannot be achieved

in many cases) and by proposing a probabilistic framework in that each resource used

in the process (the corpus, the extraction patterns and the extracted facts) can have an

associated confidence level. This work takes this position one step further, by proposing

that, for the task of resolving of schema-agnostic queries, the vector representation

provided by distributional semantic models, provides sufficient semantic granularity to
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address a large spectrum of semantic matching tasks, avoiding the need to extract a more

formalized and structured model. Similarly, the semantic relatedness scores derived from

the co-occurrence can serve as indicators confidence levels, which will demand in the

future, its substitution by a more principled probabilistic measures as proposed in the

Abraxas framework [175].

The conceptualisation, formalisation and empirical corroboration of the suitability of

this semantic perspective for addressing the problem of semantic matching for schema-

agnostic queries and its complementary nature to the formal database model is at the

core of this thesis and its formalization ad evaluation is the focus of the following chap-

ters.

4.9 Chapter Summary

At the center of the proposal of a schema-agnostic query approach is the definition of

a semantic model which can cope with different semantic mapping types. This chapter

provides a high-level analysis of the semiotic principles behind human-database commu-

nication and the associated semantic perspective on databases. Different perspectives

on semantics (logical, cognitivist and structuralist) are analysed. Based on the analysis,

a hybrid distributional-relational semantic model is outlined targeting to address the

new semiotic assumptions which emerge in the open communication scenario. At the

proposed model, distributional semantics is used to address the problem of semantic and

commonsense data acquisition scale that is necessary for the construction of a semantic

model to support schema-agnostic queries. The associated publications to this chapter

are [176, 177].



Chapter 5

The Semantic Matching Problem:

An Information-Theoretical

Approach

“... to conduct my thoughts in such

order that, by commencing with

objects the simplest and easiest to

know, I might ascend by little and

little, and, as it were, step by step, to

the knowledge of the more complex ...

”

René Descartes, Discourse on the

Method

5.1 Introduction

The process of addressing schema-agnostic queries can be analyzed from an information-

theoretical perspective, where the difficulty in addressing a query is proportional to

the dimensionality of the configuration space associated with possible query-database

alignments.

In this chapter, a preliminary information theoretical model for schema-agnostic queries

is used to define measures of semantic complexity for matching schema-agnostic queries.

The measures of semantic complexity can be used to quantify the role of central semantic

phenomena such as lexical and structural ambiguity, synonymy, vagueness and the overall

133
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matching complexity in the semantic interpretation of schema-agnostic queries. The

quantitative model is then used in the design of the schema-agnostic query approach.

In order to achieve this goal, this analysis starts with an abstract semantic matching

model (Section 5.2). The concept of entropy and its connection to semantic complexity

is introduced in Section 5.3. From the two phases defined by the semantic matching

model, a set of entropy measures are defined to quantify the different dimensions of

uncertainty associated with each phase (Section 5.4). Section 5.5 defines the strategies

to minimize the entropy in the semantic matching process.

5.2 Semantic Matching Model

In the query-database semantic matching two main categories of mapping processes can

be distinguished:

• Syntactic mapping: The ability to align query terms to database elements according

to valid query and database syntactic/structural constraints. Consists in the possible

interpretations for the syntactic structure of the query under the database syntax. The

entropy Hsyntax expresses the syntactic uncertainty/ambiguity in the determination of

the syntactic mapping.

• Vocabulary mapping: Corresponds to the semantic alignment between query terms

and database elements. Consists in the matching/alignment between query terms and

database entities. The entropy Hvocab is the uncertainty/ambiguity associated with the

mapping between query terms and database entities.

These two processes are intrinsically intertwined as different lexical expressions can

induce different predicate-argument structures (syntactic constraints).

In this work, the query-database semantic matching can be defined with the help of four

sets: (i) a word set W , which expresses the set of words used to describe the domain of

discourse shared by the query tokens and the database lexicon, (ii) a word sense set WS,

which describes the possible senses associated of the words, (iii) a composition set S, to

describe the possible (syntactically valid) compositions of words and (iv) a concept set

C, to describe the set of concepts associated with the possible interpretation for all the

compositions. The unambiguous semantic interpretation of a query I(q) or database

tuple I(d) is a concept ki in the concept set K. Figure 5.1 depicts the relationship

between the sets in the query/database interpretation process.
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Figure 5.1: Abstraction reflecting the process of semantically mapping query to
database elements.

In this model, lexical and syntactic ambiguity, vagueness and synonymy are defined as

mapping patterns between the four sets (Figure 5.1).

A set M is defined for the candidate mappings between W and C under a specific

query-database matching mΛ(Q,DB) under a specific matching model Λ. The semantic

entropy associated with the query-database matching is proportional to the cardinality

of M .

5.3 Semantic Complexity & Entropy

The concept of entropy in information theory is defined as a measure of uncertainty or

surprise associated with a random variable. The random variable represents possibilities

over the possible states or configurations that a specific symbolic system can be in,

where the entropy is directly proportional to the number of states. In communication

theory, the entropy is interpreted as the information content of a message between two

communicating parties A (the receiver) and B (the transmitter).

Let X be a random variable with alphabet Ω and probability function P (x), x ∈ Ω.

Shannon [178] defines entropy based on probability terms as:

H(X) =

n
∑

i=0

P (xi) log
1

P (xi)
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where P (xi) is the probability of a symbol xi occurring in a message. H provides a

measure of the number of configuration states that the symbolic system (in this case the

message) can be in. The higher the number of possible states and the more homogeneous

the probability distribution, the higher the uncertainty on the state of the system.

In the context of schema-agnostic queries, this work interprets entropy under four main

perspectives:

• (i) structural/conceptual complexity: Databases which express a large number of

concepts have larger semantic entropy values. The number of possible query interpreta-

tions for a database is correlated to the number of distinct entities in the database and

the number of possible compositions between them.

• (ii) level of ambiguity: Words/statements can convey different meanings. The degree

of ambiguity (number of possible interpretations) varies for different words and proposi-

tions. Depending on the domain of discourse and on the selection of the words, queries

and databases can have different levels of associated ambiguity.

• (iii) vocabulary gap/synonymy/indeterminacy/vagueness: Queries and databases

may be expressed in different vocabularies or in different abstraction level and conceptual

levels. Additionally, query and data may not be mapped with the contextual information

available in the query or in the database (indeterminacy/vagueness).

• (iv) novelty & informativeness: Semantic entropy can be associated with the degree

of novelty/informativeness/surprise associated with the communication process. The

more informative the results returned to a query in relation to the background knowledge

of the query issuer, the larger the entropy value. This dimension is not going to be the

focus of this work.

Computing precise entropy measures for semantic matching is not always feasible due to

the impossibility of precisely determining all the senses associated with a word. Although

theoretical entropy measures can be defined, their application into a concrete query set

or dataset would depend on an approximate model.

The next section introduces semantic entropy measures for each of the perspectives.

In the definition of the entropies measures, an approximative perspective was adopted

(which focuses on the computation of these measures instead of a purely formal model),

where the definition of approximate measures take place wherever the complete model

is not viable or practical.
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A generic interpretation process for a schema-agnostic query Q can be defined as a set

of steps which map a sequence of words < w0, w1, ..., wn > in the query Q into a set

of possible database interpretations IDB(Q). Using the diagram in Figure 5.1, each

configuration IDB(Q) can map to a concept in the concept set K. The interpretation of

a query Q is a tuple T = < C,P,R, L,Op >, where C and P are the set of constants

and predicates in the database, R → P × C × · · · is the ordered set of syntactic n-

ary associations between C and P , L is the set of logical operators ∧,∨ and Op a

set of functional operators. It is assumed that both query and database terminologies

are defined under the same language and that database entities are described using

natural language labels. In this section, to maximize generalizability the logic (constant,

predicate) terminology is used to express database statements and queries.

There is no single generic process of interpreting the query against the database. A

high-level query interpretation workflow is used to provide an association between query

interpretation and semantic entropy measures. The query workflow consists of two steps

(which maps to the two main categories of mapping processes): (i) syntactic interpreta-

tion & predicate-argument structure determination and (ii) entity matching.

Figure 5.2 depicts the steps in the query interpretation process and the associated en-

tropies categories (described in the following sections), while Figure 5.3 depicts an ex-

ample for a specific query example.

5.4 Measures of Semantic Entropy

5.4.1 Syntactic Entropy (Hsyntax)

The syntactic entropy of a query is defined by the possible syntactic configurations

in which a query can be interpreted individually or taking into account the database

syntax (predicate mapping). Figure 5.2 and Figure 5.3(2) depicts Hsyntax within the

query interpretation model. Let n be the number of words in the query Q.

One component of syntactic entropy is how the query can be segmented into terms

which will map to database entities. We define the number of segments Nseg(W ) as

the number of possible groupings between adjacent words for a query string W . The

probability associated with a specific segmentation is:

Pseg(W → Q) =
count(W → Q)

Nseg(W )
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Figure 5.2: Generic steps for the query processing and associated entropy measures
for each step.

where count(W → Q) is the number of observed instances that the word sequence W

was segmented into the term sequence Q.

Another entropy component is associated with the syntactic parsing associated with the

query terms. Let Syn be the lexical categories and constituent categories associated

with the set of query words wi and terms qi. Let Ncat(qi) be the number of possible

categories Syn associated with a query term qi and count(qi → Syn) the number of

observed instances of the mapping count(qi → Syn). The probability of a term qi

categorization is given by:

Pcat(Syn|qi) =
count(qi → Syn)

Ncat(qi)

Given a segmented query Qseg, the probability of a categorization is:

Pcat(Q
seg) =

N
∏

i=0

P (Syn|qi)

The overall entropy of a syntactic parsing is given by:
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Hsyntax(Q) =
∑

Qseg∈Seq(Q)

Pcat(Q
seg) log Pcat(Q

seg)

where the set of possible segments for a query Q is represented by Seg(Q):

5.4.2 Structural Entropy (Hstruct)

The structural entropy defines the complexity of a database based on the possible state-

ments that can be encoded under its schema. It provides a numerical description of

amount of the information expressed in the database, independently of the query. Pol-

lard & Biermann [179] proposed a structural entropy measure to quantify the entropy

of a structured database. The entropy is computed by taking into account the number

of database entities and their syntactic combination. Figure 5.2 and Figure 5.3(5,8,12)

depicts Hstruct.

Let’s assume a database with a data model DM with two data model categories: con-

stants c ∈ C and predicates πinΠ. Let t ∈ T be the set of tuples in the database

containing constants and predicates. The probability of a constant (Pstruct(c)) in the

database is given by:

Pstruct(c) =
µ(c)

count(T )

where µ(c) is the cardinality function.

µ(c) =

{

1 , if c ∈ T

0 , if c /∈ T

where count(T ) is the number of tuples in the database.

The probability of a predicate (Pstruct(π)) in the database is given by:

Pstruct(π) =
µ(π)

count(T )

where µ(π) is the cardinality function.

µ(π) =

{

1 , if π ∈ T

0 , if π /∈ T

where count(T ) is the number of tuples in the database.

The entropy of an entity e ∈ E (either constant c or predicate π) is defined by:
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Hstruct(DB) = −
∑

e∈E

Pstruct(e) logPstruct(e)

5.4.3 Terminological Entropy (Hterm)

The terminological entropy focuses on quantifying an estimate on the amount of ambi-

guity, synonymy and vagueness for the query or database terms independently of the

matching between each other. The terminological entropy is proportional to the number

of possible senses that a word may express. It provides a prospective measure of the

semantic matching complexity by the query or database terminology itself.

Two types of word sense distributions are taken into account:

5.4.3.1 Uniform Distribution

The probability of w expressing a sense ws Psense(w → ws) is given by:

Psense(w → ws) =
1

Nsense(w)

where Nsense(w) is the number of senses for w and an uniform probability distribution

is assumed. 1 − Psense(w → ws) provides the probability that the word w expresses a

different sense in an arbitrary context.

The probability of a concept ws being expressed in a particular lexical form w, assuming

an uniform probability distribution.

Psyn(ws→ w) =
1

Nsyn(ws)

The terminological entropy can be defined by the number of synonyms and number of

senses dimensions and are expressed as:

Hsyn
term(ws) =

∑

∀ws∈WS

Psyn(ws→ w) log
1

Psyn(ws→ w)

Hsense
term (w) =

∑

∀w∈W

Psense(w → ws) log
1

Psense(w → ws)
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where WS and W are the number of senses and words in a specific system (query or

database).

5.4.3.2 Reference Distribution

Since the distribution of word sense and synonyms is not uniform we can assume that

it is possible to estimate an approximation in a target domain.

In this case, the probability of w expressing a sense ws, Psense(w,ws) is given by:

Psense(w → ws) =
Ncorp(w → ws)

Ncorp(w)

where Ncorp(w) is the number of instances of words in a reference corpus and Ncorp(w →

ws) is the number of occurrences of w such that w → ws in a reference corpus.

The probability of a concept ws being expressed in a particular lexical form w.

Psyn(ws→ w) =
Ncorp(ws→ w)

Ncorp(ws)

where Ncorp(ws) is the number of occurrences of the concept ws in the reference corpus

and Ncorp(ws→ w) is the number of occurrences where ws is expressed as w.

The associated terminological entropy values for a non-uniform distribution are:

Hsyn
term(ws =→ w) = −

∑

∀ws∈WS

Psyn(ws→ w) log Psyn(ws→ w)

Hsense
term (w → ws) = −

∑

∀w∈W

Psense(w → ws) log Psense(w → ws)

where WS and W are the number of senses and words in a specific system (query or

database).

Different strategies can be used to build approximations for the terminological entropy.

One example on approximate terminological entropy measure is the translational entropy

[180] which uses the coherence in the translation of a word (translational distribution)

as an entropy measure. Given a set of ordered word pairs (s, t), respectively coming

from a source language and a target language, an iterative process is used to determine

the frequency F (s, t) in which a word s is translated to a word t where F (s) is the
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absolute frequency of the source word in the text. The probability that s translates

to t is defined as P (t|s) = F (s, t)/F (s). The notion of probability is defined by the

translational distribution, the term H(T |s) is generated, calculating the entropy of a

given word s against the target words set T :

Htrans(T |s) =
∑

t∈T

P (t|s) log
1

P (t|s)

Figure 5.2 and Figure 5.3(6,10) depicts Hterm.

5.4.3.3 Matching Entropy (Hmatching)

Consists of measures which describe the uncertainty involved in the query-data match-

ing/alignment between query terms and database entities. While terminological entropy

measures provide an isolated estimate of the entropy, providing a prospective estimate of

the matching complexity, the query-data entropy matching provides an estimate based

on the set of potential alignments.

Two cases are considered depending on the distribution of word senses in a domain.

5.4.3.4 Uniform Distribution

Given a word w and a database DB with nDB tuples, the probability of w matching a

tuple in the database containing the same sense in the database Psense(w) is given by:

Psense(w → ws) =
1

NDB(w)
×

1

Nsense(w)

where NDB(w) is the number of tuples in the database containing the word w and

Nsense(w)is the number of senses of the word w. In this example, a uniform distribution

for the occurrence of the word senses is assumed.

In order to estimate the matching probability, the presence of possible synonymic terms

should be taken into account. The total matching probability for a concept ws expressed

in the query is given by:

Pmatching(ws→ w) =
1

Nsyn(ws)
× Psense(w → ws)

where the Nsyn(ws) is the set of synonyms for a concept ws.
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Defining Qws as the set of senses expressed in the query Q.

Hmatching(Q
ws) =

∑

∀ws∈Qws

Pmatching(ws→ w) log
1

Pmatching(ws→ w)

5.4.3.5 Reference Distribution

Since the distribution of word sense and synonyms in the world is not uniform we can

assume that we can know its approximation in the domain of discourse of the database

and the query agent. Thus, the matching probability becomes:

Pmatching(w → ws) =
1

NDB(w)
× PC(w → ws)

Pmatching(ws→ w) =

∑

∀w ∈ Syn(w)× PC(w → ws)

NSyn(ws)

where: PC(w → ws) = NC(w→ws)
NC(w)

Hmatching(Q) =
∑

∀ws∈Q

Pmatching(ws→ w)
1

Pmatching(ws→ w)

Figure 5.3(4,7,11) depicts the Hmatching.

5.4.3.6 Background Knowledge Entropy (Hdiv)

Different parties interacting in a query-database scenario have different conceptualiza-

tions of the reality, vocabularies and distinct background knowledge. This difference in

the background knowledge affects the ability of a querying agent to interpret the schema

in which the data is expressed (or the ability of a database to interpret a query) and at

the same time it may provide an indication of the amount of novelty in the database in

relation to the query agent. Kullback-Leibler (KL) divergence can be adapted to pro-

vide a measure of similarity between the probability distributions of words between the

conceptual models of a query agent(CQ) and a database(CDB).

The KL divergence Hdiv(CQ||CDB) is defined by the comparison of the probabilities

of the distribution of words and word senses in the two conceptual models of Pw(CQ),

Pws(CQ) with regard to Pw(CDB), Pws(CDB). As a condition for being computed, the
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Measure Semantic
Measure
Category

Type Semantic
Phenom-
ena

Application

Pollard & Bier-
mann [179]

Structural Precise Possibilities Query-Data
Alignment
or Data

Translational En-
tropy (Melamed
[182])

Terminological Approximate Ambiguity,
Synonymy,
Vagueness

Query or
Data

Distributional En-
tropy

Terminological Approximate Ambiguity,
Vagueness

Query or
Data

Matching Entropy Terminological Approximate Ambiguity,
Vagueness

Query-
Data Entity
Alignments

Kullback-Leibler
divergence (Ter-
m/Distributional)

Background
Knowledge

Approximate Novelty, In-
terpretabil-
ity

Query or
Data

Table 5.1: Classification of entropy measures according to associated features.

distributions should be defined in the same sample space and the distribution probabili-

ties need to add up to one. Since the terminologies between CQ and CG are not likely to

coincide, the smoothing approach suggested by Bigi [181] is used (which defines a very

small weight value to represent the frequency of the words that are not present in the

other conceptual model).

Hdiv(CQ||CG) =
n
∑

i

Pw(CQ) log(
Pw(CQ)

Pw(CG)
)

In this work we define an extension to the KL measure to take into account distributional

semantic concept vectors. The distributional Kullback-Leibler (KL) divergence, instead

of using a sample space based on the words, it uses the distributional context vectors

associated with the query and data terms. The context vector distribution for the

conceptual model of the query and of the database is given by:

Hκ
div(CQ||CG) =

n
∑

i

Pκ(CQ) log(
Pκ(CQ)

Pκ(CG)
)

A summary of the different entropy measures and their mapping to the associated se-

mantic phenomena can be found in Table 5.1.
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Who is the daughter of Bill Clinton married to?

daughter of (?x0, Bill Clinton)   

married to (?x0 ,?x1)

PREDICATE2 (?x0, INSTANCE)

PREDICATE2 (?x0,?x1)

daughter of Bill Clinton (?x0)   

people married to ?x1 (?x0 )

PREDICATE1 (?x0)    
PREDICATE1 ?x1 (?x0)

Syntactic 

variation

Vocabulary 

variation

child of (?x0, Bill Clinton)   

spouse of (?x0 ,?x1)

father of (Bill Clinton,?x0)   

husband of (?x1,?x0)

father of (Bill Clinton,?x0)   

wife of (?x0,?x1)

NL Query:

Ʌ Ʌ

Ʌ Ʌ

Ʌ Ʌ Ʌ

:Bill_ClintonBill Clinton :Bill_Clinton_Presidency...

:Bill_Clinton

:child:religion ...

:child

daughter of

:Chelsea_Clinton

married to :spouse:birthPlace ...

:spouse

:Mark_Mezvinsky

Hstruct(:Chelsea_Clinton) = 5

Hsyntax(q) = 3

Hstruct(:Bill_Clinton) = 6

Hmatching(“Bill Clinton”,I) = 5.3

Hmatching(“daughter of”,P) = 0.181

Hmatching(“married to”,P) = 0.193

Hstruct(DBpedia)  Hdiv(C
Q
,DBpedia) 

Hterm(“daughter of”) = 1.985

Hterm(“married to”) = 5.730

Hstruct(:Bill_Clinton, :child) = 0

Hstruct(:Chelsea_Clinton, :spouse) = 0
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Figure 5.3: Instantiation of the query-entropy model for the example query.

5.5 Minimizing the Entropy for the Semantic Matching

The process of schema-agnostic query processing consists in the minimization of the

semantic entropy associated with each step of the semantic matching process. Three

types of semantic matching strategies can be distinguished depending on how the syn-

tactic matching combines with the entity matching component.

1. Pure Entity Matching: where the explicit syntactic/structural information is ig-

nored.

2. Entity Matching followed by Syntactic Matching: where the vocabulary alignment

constraints are prioritized over the syntactic/structural constraints.

3. Coupled Entity-Syntactic Matching: where vocabulary and syntactic/structural

matching steps are alternated.
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5.5.1 Semantic Pivoting

In all the semantic matching strategies the first alignment is given by an entity matching

step. The advantage of the coupled vocabulary-syntactic matching method in relation to

the other two methods is that it supports the use of previous alignments together with

syntactic constraints for the reduction of the configuration space for the entity matching,

reducing the impact of the structural entropy Hstruct, terminological entropy Hterm and

vocabulary matching entropy Hvocab components in the vocabulary matching process.

An entity matching which constrains the following alignments via the consideration of

the syntactic/structural constraints is defined in the context of this work as a semantic

pivot. The semantic pivot provides a semantic context for the next query-database

alignments.

Definition 5.1 (Semantic Pivoting). The semantic pivoting operation consists of the

minimization of the uncertainty associated with the first matching followed by the re-

duction of the semantic entropy for the following matchings.

Semantic pivots can be both constant (named entity)-type words or predication-type

words.

The first semantic pivot plays a primary role in the query-dataset matching as it needs

to cope with the full entropy of the query-dataset alignment. In order to maximize

the alignment accuracy, an heuristics for selecting the alignments with the lowest en-

tropies is fundamental. Named entities and their associated constant (instance)-type

alignments have (in most scenarios) lower levels of vagueness, ambiguity and synonymy

in comparison to predicate-type alignments, reducing Hvocab and Hterm.

Other heuristics can be applied for selecting alignments with lowest entropy levels, and

among predicate-type entities. The entropy minimization heuristics based on the selec-

tion of the semantic pivot are discussed in Section 8.5.3.4.

The semantic entropy reduction for an alignment using a semantic pivot produces a

drastic reduction of the configuration space, if we take into account that the query

syntactic constraints and the structural constraints in the database should be respected

(the next entity alignment should be connected to the semantic pivot up by relationships

entailed by a tuple). This is an assumption which is important in the context of schema-

agnostic database queries: that the relationships between query terms can be expressed

in the database using different conceptualisations, but the relationship is explicitly stated

(in contrast to a possible inductive approach).
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In most databases, the number if constants is much larger than the number of predicates.

This implies that choosing a constants as a semantic pivot provides a larger reduction

of the configuration space associated with the semantic matching. For a sequence of

query-database alignments, the probability of two query terms < qi, qi+1 > matching a

database tuple < ej , ej+1 > is given by:

P (qi+1 → ws|qi → ej) =
∑

∀w∈Nsyn(ws)

Psense(qi+1 → ws)

Psense(qi+1) =
1

NC(ej)
×

1

Nsense(qi+1)

where qi → ej is the pivot alignment and the NC(qi) number of tuples containing ej

candidates.

The last two equations show the strong dependency between NC(ej) and P (qi+1 →

ws|qi → ej). Without the semantic pivot, the NC(ej) term would be substituted by

the number of tuples T in the database, where in most cases T >> NC(ej)

5.5.2 Syntactic Matching

The selection of different concepts to express semantically equivalent statements, as in

Figure 5.3, strongly impacts the ability of relying on a rigid predicate-argument config-

uration in a schema-agnostic scenario. Different concepts expressed in the query define

different syntactic constraints. Typically, logic-based QA approaches use the predicate-

argument syntactic structure derived from the query lexicon as a rigid structure in which

the database information should fit. We argue that in a schema-agnostic scenario, the

entity matching precedes in priority the syntactic matching, i.e. the syntactic structure

is dependent on the set of concepts/words used to express the data.

5.6 Chapter Summary

This chapter provided a quantitative information-theoretic analysis of the semantic com-

plexity associated with matching schema-agnostic queries. The core goal of the chapter

was to provide a quantitative model for schema-agnostic query-database matching. Dif-

ferent entropy measures corresponding to different dimensions of semantic entropy are

defined, and approximative models based on literature work are proposed when exact

models are not feasible to be calculated. The analysis of the entropy measures indicate



Chapter 5. The Semantic Matching Problem 148

a substantial reduction of the matching entropy with the use of a semantic pivot-based

model, in which elements with lower semantic matching entropies are resolved first, pro-

viding a context-based reduction mechanism of the entropy values for the remaining

mappings. The associated publications to this chapter are [121, 183].



Chapter 6

τ − Space: A Hybrid

Distributional-Relational

Semantic Model

“Per ora, io vorrei codificare

l’incodificabile.”

Leo Ferré

6.1 Introduction

In Chapter 4 the motivation and the main principles behind the development of a

database semantic model based on distributional semantics were introduced. This chap-

ter deepens this discussion, introducing the semantic model for supporting schema-

agnostic queries, focusing on the complementary aspects between the distributional se-

mantics and the relational/logic-based models perspectives. A hybrid distributional-

relational model, named τ − Space is introduced as a data representation framework

which unifies these two perspectives, where the relational/graph structure provides the

fine-grained and contextual semantic model, which is complemented by the distributional

model, which works as a large-scale coarse-grained semantic/commonsense semantic

model. The τ − Space provides a principled and built-in representation to include se-

mantic approximation in the process of querying databases, allowing the embedding

and usage of large-scale unstructured and structured commonsense information into the

querying process.

149
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The proposed model can be applied to different data models such as RDF, relational,

datalog and key-value stores. Despite its direct applicability as a generic semantic repre-

sentation framework for structured data, the τ − Space framework fits into the broader

knowledge representation (KR) discussion, targeting a KR framework with semantic

approximation at its core.

This chapter is organized as follows. Section 6.2 analyzes the semantics of the data model

behind RDF(S), which is the reference data model of this thesis. It also analyzes how

different features of conceptual models for the RDF(S)can impact the ability to generate

schema-agnostic queries (interpretability factors). Sections 6.3 and 6.4 formalizes the

core representation elements of the τ − Space, which are described as an inverted index

structure in Section 6.7. Section 6.8 analyzes the representation of dataset elements with

complex predicates.

6.2 RDF(S) Data Model & Semantic Model

6.2.1 Motivation

In the open communication scenario, natural language descriptors associated with database

elements play a fundamental role in the interpretation of the semantics of the database.

A schema-agnostic query approach depends on the ability to automatically interpret the

meaning of natural language descriptors. In this section we analyze the categories for

lexical and link semantics associated with different elements in the RDF(S) data model,

providing an initial framework to facilitate the integration between dataset descriptors

and the distributional semantics representation.

6.2.2 Lexical Categories for the Data Model Elements

As databases are symbolic systems based on natural language, there is a natural iso-

morphism between data model categories, logical types and lexical categories. This cor-

respondence is described below (grounded on the RDF(S) data model):

• Instances: Map to named entities which refer to the description of entities for which one

or many rigid designators stands for the referent. Rigid designators include categories

such as people, locations, events, biological species, substances, etc. A named entity

is defined by one or more proper nouns (NNP) in a noun phrase (NP). Due to their

specificity, named entities are less subject to vagueness, ambiguity and synonymy.
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RDF(S)
(EAV/CR)

Logic Relational Lexical Category

Instance Constant Value NNP+
Value Constant Value true—false—CD+
Class Unary Predicate Relation, Attribute RB+—JJ+ NN(S)+ IN

NNP+
Property Unary, Binary

Predicate
Entity, Attribute,
Relation

BE VB IN, BE VB
NN—JJ+

Table 6.1: Correspondence between RDF, Logics, Relational and lexical categories.

• Classes: Classes are unary predicates which map to non-rigid designators. Non-rigid

designators are descriptors for sets of instances. Non-named entities (e.g. ‘President of

the United States’) are more subject to vocabulary variation. Additionally, non-named

entities have more complex compositional patterns: non-named entities can also be

composed with named or non-named entities. A class is defined by one or more nouns

(NN), adjectives (JJ), adverbs (RB), superlatives (JJS, RBS)) in a noun phrase (NP)

or adjectival phrase (AP) and can be connected to a named entity in a prepositional

phrase(PP). Classes are commonly represented by sortal nouns [184] apud [185] [186].

• Properties: Properties are binary predicates which describe an attribute, relationship,

action or state. It can be composed of nouns (NN), adjectives (JJ), adverbs (RB),

comparatives (RBR, JJR)), verbs (VB) in verbal phrases (VP). Prepositions play an

important role in the definition of the directionality of the binary relation (e.g. ‘child

Of’ ). Properties can be an object properties, where the range is defined by an instance

or data property, where the range is defined by a value. Properties with boolean ranges

functionally work as a unary predicate. Properties can refer to relational nouns [149]

(‘brother’, ‘friend’, or meronymic relations). Relational nouns are not inherently unique.

• Values: Consists of numerical values in the real domain (cardinal & ordinal), dates,

boolean values and strings.

• Triple: Consists in the representation of a fact with a <subject, predicate, object>

structure. < {instance‖class} - {property‖type} - {instance‖class‖value} >. Not all

facts can be represented in one triple. On a normalized dataset scenario, a statement

can be mapped to a conceptual model structure which entails multiple triples (e.g. as

in the case of conceptual models for representing an event).

• Context elements (reification): A triple expressing a fact may depend on different

contexts where the fact is embedded (such as a temporal, or spatial context). In a

sentence this is expressed in a prepositional phrase (PP) or adverbial phrase (AdvP).
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The RDF(S) data model categories have distinct linguistic patterns which can be used

to define specific semantic approximation/interpretation approaches for different data

model elements. The correspondence is depicted in Table 6.2.2.

6.2.3 Link Types

RDF datasets are labeled directed graphs in which the semantics of the edges can be

classified according to the following high-level categories (Figure 6.1 Figure 6.1):

• Class link: Expresses a relationship between an instance and the unary predicate. The

link connects unary predicates with a ‘is a’ semantics such as ‘place’, ‘person’, ‘plant’,

‘enzyme’, ‘anatomical structure’, ‘band’, ‘company’.

• Relation link: Expresses the relationship between two instances (e.g. ‘was born in’,

‘friend of’).

• Attribute link: Expresses the attribute of an instance (e.g. ‘age’, ‘gender’).

• Co-reference link: Expresses the identity or equivalence relationship between two

instances, two properties or two classes (e.g. owl:sameAs, rdfs:equivalentClass,

rdfs:equivalentProperty).

• Description link: A link which provides a natural language descriptor for the dataset

element (e.g. rdf:label, dcterms:description, rdfs:seeAlso).

• Context link: Provides an attribute which expresses a context relation which is as-

sociated to an instance or in which a triple is valid. A context can be expressed using

structural constructs, such as reification. Provenance descriptors are in this category.

• Taxonomic link: A terminology-level link which expresses a specialization/gener-

alization relation (taxonomical) between classes or properties (e.g. rdfs:subClassOf,

rdfs:subPropertyOf ).

• Structure link: Corresponds to the links to aggregation nodes such as blank nodes.

RDF(S) provides a data model which supports major flexibility and variability in the

way different database designers conceptualize datasets. Examples of link types from

different datasets are shown in the listings below.
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Figure 6.1: Link patterns at the instance-level.
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Figure 6.2: Link patterns at the terminology-level.

The identification of relation patterns (such as the ones expressed in the Link Types

section) and their mapping to linguistic patterns, was already widely explored in the

ontology learning literature, in particular by Voelker [187] and by Cimiano et al. [188].

The patterns identified in this section are a simplified subset of the patterns identified

in the literature, which focus on the scenario of schema-agnostic query mapping.

Additionally, theories based on lexicon projection models [189] can be used to support a

deeper and more principled analysis from the linguistic standpoint, where the emerging

query/data predicate-argument structures could be explained by the empirical analysis

of the lexical items, i.e. where syntactic phenomena could be ‘predicted’. This could

provide a more sophisticated theory to explain and support query-data mappings with

more complex compositional patterns. This dimension is not explored in the context of

this work and it is left as future work.

dbpedia:Barack_Obama rdf:type
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yago:AfricanAmericanUnitedStatesSenators ,

yago:DemocraticPartyPresidentsOfTheUnitedStates ,

yago:AmericanCivilRightsLawyers ,

yago:HarvardLawSchoolAlumni ,

yago:OccidentalCollegeAlumni ,

yago:NobelPeacePrizeLaureates ,

yago:AmericanPoliticalWriters ,

yago:CommunityOrganizers ,

yago:IllinoisStateSenators ,

yago:UnitedStatesSenatorsFromIllinois

Code 6.1: Triples with class link properties from the DBpedia/YAGO datasets.

dbpedia:Barack_Obama dbpprop:hasPhotoCollection ns221:Barack_Obama ;

dbpedia -owl:birthPlace dbpedia:Hawaii ,

dbpedia:Honolulu ;

dbpprop:birthDate ‘‘1961-08-04’’^^ xsd:date ;

dbpprop:birthName ‘‘Barack Hussein Obama II ’’@en ;

dbpprop:birthPlace ‘‘Honolulu , Hawaii , U.S.’’@en ;

dbpprop:dateOfBirth ‘‘1961-08-04’’^^ xsd:date ;

dbpprop:placeOfBirth ‘‘Honolulu , Hawaii , United States ’’@en ;

dbpprop:website <http :// www.barackobama.com > ;

dbpprop:author ‘‘yes ’’@en ;

dbpedia -owl:activeYearsEndDate ‘‘2008-11-16’’^^ xsd:date ,

‘‘2004-11-04’’^^ xsd:date ;

dbpprop:termStart ‘‘1997-01-08’’^^ xsd:date ,

‘‘2005-01-03’’^^ xsd:date ,

‘‘2009-01-20’’^^ xsd:date ;

dbpedia -owl:residence dbpedia:White_House ;

dbpedia -owl:orderInOffice ‘‘44th ’’@en ;

dbpprop:office ‘‘President of the United States ’’@en ,

dbpedia:Illinois_Senate ,

‘‘from the 13th District ’’@en ;

dbpprop:party dbpedia:Democratic_Party_ (United_States ) ;

dbpedia -owl:office ‘‘President of the United States ’’@en ,

‘‘Member of the Illinois Senate ’’@en ,

‘‘from the 13th District ’’@en ;

dbpedia -owl:almaMater dbpedia:Harvard_Law_School ,

dbpedia:Occidental_College ,

dbpedia:Columbia_University ;

dbpprop:termEnd ‘‘2008-11-16’’^^ xsd:date ,

‘‘2004-11-04’’^^ xsd:date ;

dbpprop:religion dbpedia:Christian ;

dbpprop:residence ‘‘Chicago , Illinois ’’@en ,

dbpedia:White_House ;

dbpprop:profession ‘‘Author ’’@en ,

dbpedia:Community_organizing ,

‘‘Constitutional law professor ’’@en ,

‘‘Lawyer ’’@en ;

dbpprop:successor dbpedia:Roland_Burris ,

dbpedia:Kwame_Raoul ;

dbpprop:children ‘‘Sasha ’’@en ,

dbpedia:Family_of_Barack_Obama ;

dbpprop:spouse dbpedia:Michelle_Obama ;

dbpedia -owl:activeYearsStartDate ‘‘1997-01-08’’^^ xsd:date ,
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‘‘2005-01-03’’^^ xsd:date ,

‘‘2009-01-20’’^^ xsd:date ;

dbpedia -owl:profession dbpedia:Community_organizing ,

dbpedia:Author ,

dbpedia:Constitutional_law ,

dbpedia:Lawyer ;

dbpedia -owl:religion dbpedia:Christian ;

dbpedia -owl:party dbpedia:Democratic_Party_ (United_States ) ;

dbpprop:almaMater dbpedia:Occidental_College ,

‘‘Harvard Law School ’’@en ,

‘‘Columbia University ’’@en ;

dbpprop:predecessor dbpedia:Peter_Fitzgerald_ (politician) ,

dbpedia:Alice_Palmer_ (politician) ,

dbpedia:George_W._Bush ;

dbpedia -owl:successor dbpedia:Kwame_Raoul ,

dbpedia:Roland_Burris ;

dbpprop:order 44 ;

dbpedia -owl:child dbpedia:Family_of_Barack_Obama ;

dbpedia -owl:region dbpedia:Illinois ;

dbpedia -owl:seniority ‘‘United States Senate ’’@en ;

dbpedia -owl:spouse dbpedia:Michelle_Obama .

Code 6.2: Triples with attribute link properties.

<http :// data.nytimes.com /47452218948077706853 >

owl:sameAs dbpedia:Barack_Obama .

<http :// lod.geospecies.org/ses/v6n7p >

dcterms:identifier http ://lod.geospecies.org/ses/v6n7p

Code 6.3: Triples with co-reference link properties.

biolod:cria224u3ria224u1140i

rdfs:label ‘‘decreased length in organ named hypocotyl

in environment of red light regimen for AT5G49230 ’’@en ;

BioLOD_property_pria224u2i:annotation biolod:cria224u1ria224u683i .

dbpedia:Barack_Obama

rdfs:label ‘‘Barack Obama ’’@en .

dbpprop:shortDescription

‘‘American politician , 44th President of the United States ’’@en ;

<http ://lod.geospecies.org/ses/v6n7p >

dcterms:title Puma concolor (Linnaeus 1771)

default:AmazonOfferingABundle

rdfs:comment ‘‘Amazon is offering a bundle , composed of s1234

phones and two batteries .’’^^xsd:string ;

rdfs:seeAlso <http :// www.amazon.com/cellphones/> ;

Code 6.4: Triples with description link properties.

default:AmazonOfferingABundle

gr:validFrom ‘‘2008-01-01 T00 :00:00Z’’^^xsd:dateTime ;
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gr:validThrough ‘‘2008-12-31 T23 :59:59Z’’^^xsd:dateTime .

Code 6.5: Triples with context link properties.

eg:dataset -le1 a qb:DataSet;

rdfs:label ‘‘Life expectancy ’’@en;

rdfs:comment ‘‘Life expectancy within Welsh Unitary authorities

- extracted from Stats Wales ’’@en;

qb:structure eg:dsd -le ;

sdmx -attribute:unitMeasure <http :// dbpedia.org/resource/Year > ;

.

eg:o1 a qb:Observation;

qb:dataSet eg:dataset -le1 ;

eg:refArea ex -geo:newport_00pr ;

eg:refPeriod datagov :2004 -01 -01 T00 :00:00/ P3Y ;

sdmx -dimension:sex sdmx -code:sex -M ;

eg:lifeExpectancy 76.7 ;

.

eg:o2 a qb:Observation;

qb:dataSet eg:dataset -le1 ;

eg:refArea ex -geo:cardiff_00pt ;

eg:refPeriod datagov :2004 -01 -01 T00 :00:00/ P3Y ;

sdmx -dimension:sex sdmx -code:sex -M ;

eg:lifeExpectancy 78.7 ;

.

eg:o3 a qb:Observation;

qb:dataSet eg:dataset -le1 ;

eg:refArea ex -geo:monmouthshire_00pp ;

eg:refPeriod datagov :2004 -01 -01 T00 :00:00/ P3Y ;

sdmx -dimension:sex sdmx -code:sex -M ;

eg:lifeExpectancy 76.6 ;

.

...

Code 6.6: Contextual relationship

Independently of domain, link types provide an abstract categorization across different

conceptual models. The identification of link types help in the definition of the knowledge

representation structure used in this work (τ − Space) and in the development of the

schema-agnostic approach.

6.2.4 Factors Affecting Interpretability

A schema-agnostic approach needs to cope with differences in the way datasets are

conceptualized. Despite the high-level link categories described in the previous section

which correspond to the commonalities between different instances, there are feature
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differences in the way datasets are built, which impact its interpretability from the

perspective of a schema-agnostic query mechanism.

There are characteristics in the construction of the conceptual models and datasets which

make them more or less friendly for schema-agnostic queries, i.e. which facilitate its

interpretability for a third-party agent (automated or human), impacting the semantic

matching between natural language and dataset. In this section we provide a preliminary

qualitative analysis of these dimensions based on the manual analysis of the set of 15 open

datasets: DBpedia1, YAGO2, New York Times3, DrugBank4, Bio2RDF5, MusicBrainz6,

BioLOD7, Geospecies8, CIA World FactBook9, Vulnerapedia10, different dataset in-

stances of the Good Relations vocabulary11, Data.gov.uk (Patents, Crime)12, Open-

Corporates13, Citeseer14 and LinkedCT15, SIFEM Inner Ear Data16, XBRL dataset17.

Five major interpretability factors were identified:

• Structural Granularity: Labels associated with entities can vary in their size (number

of words used to describe it). While some descriptors can be very simple such as ‘Bill

Clinton’ (instance) or ‘spouse’ (property), others can have a very complex word com-

position, such as ‘Democratic Party Presidents Of The United States’ (DBpedia class)

and ‘Derivative Instruments Gain Loss Recognized In Income Ineffective Portion And

Amount Excluded From Effectiveness Testing Net’ (us-gaap class), or ‘decreased length in

organ named hypocotyl in environment of red light regimen for AT5G49230’ (instance).

The complexity in the individual descriptor associated with the entity has an intrinsic

relation to the level of structure used in the description of the entities in the dataset.

While some datasets may compose concepts through structural relations, others define

complex concepts by having large natural language descriptors associated with the en-

tity. More structured representations are more expressive, supporting a larger number

of queries over the data as they support a larger number of combinations of structural

1http://dbpedia.org/
2http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-

naga/yago/
3http://data.nytimes.com/
4http://datahub.io/dataset/fu-berlin-drugbank
5http://bio2rdf.org/
6https://musicbrainz.org/
7http://biolod.jp/about
8http://datahub.io/dataset/geospecies
9http://datahub.io/dataset/cia-world-factbook

10http://datahub.io/dataset/vulnerapedia
11http://www.heppnetz.de/projects/goodrelations/
12http://data.gov.uk/
13https://opencorporates.com/
14http://citeseer.rkbexplorer.com/sparql/
15http://linkedct.org/
16http://www.sifem-project.eu/
17http://datahub.io/dataset/semantic-xbrl
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relations. Additionally, more structured representations tend to have a positive impact

for supporting schema-agnostic queries, as primitive concepts are explicitly represented

on the schema and vocabularies tend to be more centralised and normalised.

• Generality/Specialisation Level: More specialised domains tend to have higher specificity

and concepts tend to be expressed through more complex compositional patterns (higher

structural complexity) (for example the SIFEM Inner-ear Dataset18 and the RDF version

of the XBRL dataset19). The complex compositional patterns increases the probability

of a matching error (less supportive for schema-agnostic queries). On the other hand,

very specialized domains tend to have less variable terminologies, being less bound to

ambiguity, vagueness and synonymy conditions. In contrast, more generic/open domains

are more bound to vagueness, ambiguity and synonymy but tend to have lower structural

complexity.

• Completeness Level: A conceptual model is an artefact which expresses an explicit

formal conceptualization needed to address a specific task. The level of completeness

of the conceptual model is relative to the reference frame of the task in which the

conceptual model is designed to address. However, the conceptual models behind the

datasets can be designed to target a more complete description of a domain. More

complete descriptions increase the probability of an exact semantic matching between

the query terms and dataset terms.

• Presence of Extra-linguistic Features: Some domains are dependent on elements outside

the domain of linguistic expression. Models in Physics, Engineering or Mathematics

(Such as the SIFEM conceptual model [190]) might depend on the representation of

objects which depend on geometrical, topological or abstract descriptive features. It

is still possible to target schema-agnostic queries in this context, however, other query

forms that are less dependent on linguistic information (visualisations and other visual

interaction elements) may need to be employed. Coping with this type of conceptual

model is outside the scope of this work.

• Structural Complexity: Datasets with complex relational patterns will resort to implicitly

defined structures to represent complex associations. These datasets will become more

distant from the natural language syntax in the direction of an artificial structure, which

reflects complex structural relations in the described domain (e.g. meronymic relations)

where blank nodes and arbitrary identifiers are used to structure the information. The

description of parts in a complex mechanism (e.g. anatomical relations and physiological

processes).

18http://www.sifem-project.eu/
19http://datahub.io/dataset/semantic-xbrl
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Figure 6.3: Analysis of the interpretability dimensions of databases.

Figure 6.3 depicts the five interpretability elements and the regions in which inter-

pretability is maximized.

6.3 Distributional-Relational Model (DRM)

As mentioned in Section 4.2.3 the semantics of a database element e is represented

by the set of descriptors associated with e. This typically does not include concept

associations which are outside the scope of the specific task that the database is aiming

to address, which limits its use for purposes of semantic approximation to concepts

outside the specific database design context. Semantic approximation operations based

on semantic/commonsense knowledge are fundamental for semantic (schema-agnostic)

queries, or to database integration where users are not aware of the representation of

the database.

In the τ − Space representation model, the formal semantics of a database symbol is

extended with its distributional semantics description, which captures the large-scale

semantic/commonsense associations under a reference corpora. The distributional se-

mantics representation captures the large-scale semantic, commonsense and domain

specific knowledge, using it in the semantic approximation process between a user in-

formation need and the database. The hybrid distributional-structured model is called

Distributional-Relational Model (DRM).

A DRM embeds the structure defined by structured data models in a distributional

vector space, where every labeled entity has an associated distributional vector repre-

sentation. The distributional associational information embedded in the distributional
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Figure 6.4: Distributional semantics layer complementing the database semantics.

vector space is used to semantically complement the knowledge expressed in the struc-

tured data model. The distributional information is then used to support semantic

approximations, while preserving the structured data semantics.

Definition 6.1 (Distributional-Relational Model (DRM)). A Distributional-Relational

Model (DRM) is a tuple (DSM,DB,RC,F ,H), where: DSM is the associated distribu-

tional semantic model ; DB is the database with elements E; RC is the reference corpora

which can be unstructured, structured or both. The reference corpora can be internal

(based on the co-occurrence of elements within the DB) or external (a separate reference

corpora); F is a map which translates the elements ei ∈ E into vectors −→ei in the the

distributional vector space V SDSM using the natural language descriptor of ei; and H

is the set of thresholds above which two terms are semantically equivalent.

• DSM is the associated distributional semantic model.

• DB is the structured dataset with DB elements E and tuples T .

• RC is the reference corpora which can be unstructured, structured or both. The reference

corpora can be internal (based on the co-occurrence of elements within the DB) or external (a

separate reference corpora).

• F is a map which translates the elements ei ∈ E into vectors −→ei in the the distributional

vector space V SDSM using the string of ei and the data model category of ei.

• H is the set of semantic thresholds for the distributional semantic relatedness s in which

two terms are considered semantically equivalent if they are equal and above the threshold.

Definition 6.2 (Distributional interpretation of a database element). The distribu-

tional interpretation of a database element e under a DSM and reference corpora RC

is represented as [[−→e ]]DSM(RC).
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6.4 Distributional Structured Semantic Space (τ − Space)

6.4.1 Introduction

The main elements of the DRM are realized into a vector space model named τ −Space,

which defines a distributional structured vector space model (VSM).

The distributional semantic space is composed by a segmented vector space where the

vector space is segmented into subspaces associated with data model categories (in-

stances, properties and classes). The segmentation and the relationship between sub-

spaces reflects the graph structure of the data in the DB. The space segmentation also

works as a local and contextualised dimensional reduction technique.

The construction strategy for the τ − Space supports the creation of different semantic

approximation criteria for distinct data model categories. The different approximation

approaches are reflected both in the definition of the vector space basis and in the

distance measures. The rationale behind this approach is that different data model

categories demand different semantic representation and approximation approaches.

The process of semantic matching consists in projecting the query terms into the τ −

Space and computing the semantic distance in relation to the database elements, re-

specting the syntactic constraints of the query and of the database triples. This chapter

focuses on the description of the distributional semantics representation framework for

the DB data, while Chapter 8 targets the description of the query process.

6.4.2 Building the τ − Space

The construction of the τ − Space takes into account the different representational and

semantic approximation demands of different data model categories.

From the semantic approximation perspective, each data model category has the follow-

ing requirements:

• Instances: In a typical DB, instances are the most numerous data model category. Be-

cause instances are less bound to vocabulary variation, in most of the cases no semantic

approximation is necessary. In some cases the approximation consists of substring ap-

proximation operations (Clinton → Bill Clinton). In more rare cases aliasing can be

observed, such as in Lawrence of Arabia → T.E. Lawrence or Edson Nascimento →

Pele. In these cases, distributional semantic approximations can be applied to address

aliasing.
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• Properties: Properties are bound to a high vocabulary variation. In most of the

cases, the property consists of a content word (noun, adjective and verb) which can

be complemented by a preposition, auxiliary verb (e.g. is, has), or less frequently, an

adverb. The semantic representation model for this category should be able to address

vocabulary variation and ambiguity and express the directionality of the predication. In

more rare cases, complex compositional patterns can be observed.

• Class: The semantic representation for classes should be able to cope with high vo-

cabulary variation. Classes have complex compositional patterns and can commonly

have more than one content word (see Section 6.8): for complex class descriptors, the

semantic matching will depend on a principled compositional approach. In the context

of this work we classify the classes into two types: (i) class (≤ 2 words), (ii) complex

class (> three words).

The construction of the τ − Space uses a distributional semantic approximation for

properties and classes and primarily a string approximation for instances (complemented

by a distributional approach to detect aliasing). In the next sections the geometric

representation of the τ − Space model is defined.

6.4.3 Vector Basis

The τ − Space is built from three main types of dimensional bases:

1. Distributional Reference Frame (V Sdist): Consists of vector space dimensions which

represent weighted context vectors over a reference corpora RC. The distributional

reference frame is defined by taking all terms associated with elements from the data

model category which has a distributional representation, getting their context vectors

and associated weights. The distributional context vector for a term t is called the

distributional interpretation of t ([[t]]dist) and can be built in two ways: (i) by defining a

maximum vector length or (ii) by getting all the contexts to which t is associated. V Sdist

is the vector space spanned by the distributional basis vectors defined for all e ∈ DB.

Vectors weights are defined in the [0,1] interval.

2. Word Reference Frame(V Sword): Consists of a reference frame in which each dimension

represents a word occurring in the terms associated with database elements E. A vector

for a term t is defined as a weighted vector of words, where the vector weights are a

function of the frequency of occurrence of w in DB. V Sword is the vector space spanned

by the word basis vectors. Word weights are defined in the [0,1] interval.
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3. Ordered dimension: R: Consists of the real dimension for the representation of numerical

entities in the database.

6.4.4 Word Space (V Sword)

Definition 6.3 (Word vector basis). Let E be the set of entities in the database DB.

Let T be the set of target terms associated with the entities E. Each t ∈ T is composed

of a set of k words. Let K be the set of all words in the database lexicon. Let wi,j > 0

be a weight associated with each word ki contained in a database tuple dj , where for a

ki word not contained in a tuple dj , wi,j = 0. The set of words K = {k1, · · · , kt}, of

all words available in DB is used to define the basis Wordbase = {
−→
k 1, · · · ,

−→
k t} of unit

vectors that spans the word vector space V Sword.

The set of ki words defines a unitary coordinate basis for the vector space. Representing

the target term in relation to the set of basis word vectors:

t =

t
∑

i=1

wi,jki, (j = 1, ..., N) (6.1)

Different weighting schemes based on frequencies can be applied to the word vector. In

this work the TF/IDF weighting scheme [191] is used.

Definition 6.4 (Term Frequency). Let freqi,j be the frequency of term ki in the tuple

dj. Let count(dj) be the number of words inside the tuple dj. The normalized term

frequency tfi,j is given by:

tfi,j =
freqi,j

count(dj)
(6.2)

Definition 6.5 (Inverse Document Frequency). Let nki be the number of tuples con-

taining the word ki and N the total number of tuples. The inverse document frequency

for the word ki is given by:

idfi = log
N

nki
(6.3)

Definition 6.6 (Term Frequency/Inverse Document Frequency). The final TF/IDF

weight value based on the values of tf and idf is defined as:
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wi,j = tfi,j × log
N

nki
(6.4)

where the weight given by TF/IDF provides a measure on how a term is discriminative

in relation to the relative distribution of other terms in the DB.

6.4.5 Distributional Space (V Sdist)

Definition 6.7 (Context vector basis). Let Context = {c1, · · · , ct} be the set of dis-

tributional contexts patterns which are defined by the target terms associated with a

reference corpus RC. This set is used to construct the basis Contextbase = {
−→χ1, · · · ,

−→χt}

of vectors that spans the distributional vector space V Sdist.

The interpretation of a term t in relation to the distributional corpus is given by:

−→
t =

t
∑

i=1

vti
−→c i (6.5)

Using the Einstein summation convention, a document has its associated concept vector:

e = V iχi (6.6)

This work uses the concept of the generalized vector space model (GVSM) introduced in

[192] and [193] in the context of DSMs. In the GVSM model, Wong et al. [194] propose

an interpretation of the term vectors present in the index as linearly independent but

not pairwise orthogonal.

In the term VSM, the term vectors have unit length and are orthogonal. Embedded

in these conditions is the assumption that there is no interdependency between terms

(non-correlated terms) in the corpus which defines the document collection [194]. The

generalized vector space model (GVSM) takes into account term interdependency, gen-

eralizing the identity matrix which represents
−→
ki ·
−→
kl into a matrix G with elements

gi,l.

6.4.6 Unification of the Distributional and the Word Spaces

Both distributional and word spaces can be unified in a single space, where the dimen-

sions of the word space can be defined using coordinates of the distributional space. This
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allows the transformation of a term vector in the word space V Sword into a distribu-

tional space representation V Sdist and vice-versa. A vector −→x ∈ V Sdist can be mapped

to V Sword by the application of the following transformation:

−→x =
t

∑

i=1

αiv
x
i

−→
k i (6.7)

where αi is a second-order transformation tensor which is defined by the set of word

vectors of distributional contexts.

6.4.7 Instance subspaces (V SI)

Let I be the set of instances in the database DB, where every instance i ∈ I have an

associated natural language identifier. Each i can be defined as a vector over V Sword

and V Sdist:

−→
I V Sword = {

−→
i :
−→
I =

t
∑

j=1

wi
j

−→
k j , for each i ∈ I} (6.8)

−→
I V Sdist = {

−→
i :
−→
I =

t
∑

j=1

vij
−→χ j , for each i ∈ I} (6.9)

The potentially large number of instances can define distributional spaces with very

high dimensionality, impacting the computation of vector distance operations. Since

instances have lower vocabulary variability, V Sword can be used as the primary query

space for instance queries, using the V Sdist as a secondary search space for searching for

instance aliases.

6.4.8 Property subspaces (V SP )

Due to their high vocabulary variation, properties are defined over the distributional

reference frame V Sdist. Two approaches are used for the distributional representation

of properties:

Non-contextualised: Where the distributional vector space is built by adding the

distributional vector of all the properties to the space:

−→
PV Sdist = {−→p :

−→
P =

t
∑

i=1

vpi
−→χ i, for each p ∈ P} (6.10)
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Contextualised: In which the vector space associated with the property is defined

under the context of an instance i in which the property occurs. This defines a vector

space V SP (i) which is parametrised by the instance i.

−−→
P(i)V Sdist = {

−−→
p(i) :

−−→
P(i) =

t
∑

j=1

vpj
−→χ j , for each pj(i, x) ∨ pj(x, i) ∈ DB} (6.11)

The contextualised method has two advantages in relation to the non-contextualised

method: (i) it improves the accuracy of the semantic matching, reducing the influence

of properties which are not associated with the context of a specific semantic match-

ing (semantic pivot); (ii) it reduces the dimensionality of the space, representing only

the subspaces of properties associated with a specific instance, improving the temporal

performance of the computation of similarity measures.

A query over the non-contextualised vector space is used when a property is a semantic

pivot or when the query depends on the look-up of all properties in the DB.

The geometric vectors −→p and
−−→
p(i) are identical, differing just in the vector space which

is spanned by them. The directional and syntactic component of properties are defined

in section 6.4.11.

6.4.9 Class subspaces (V SC)

Classes can have both high vocabulary variability and also complex compositional pat-

terns. This section concentrates on a simplified description of the class representation,

focusing on regular classes (described by ≤ 2 words), while section 6.8 focuses on complex

classes (> 2 words).

Similarly to properties, classes can be interpreted in the context of an instance V SC(i)

or for all the classes V SC :

Non-contextualised: Where the distributional vector space is built by the distribu-

tional vector of all the classes:

−→
CV Sdist = {−→c :

−→
C =

t
∑

j=1

vij
−→χ j , for each c ∈ C} (6.12)

Contextualised: In which the vector space is associated with the context of an instance

i to which the class is associated.
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im

context
pn

co

Figure 6.5: Distributional vector representation for instances, properties and classes.

...

...
im

context
pn

co

VS(im)

VS(co)

VS(p0)

Figure 6.6: Vector representation for the distributional subspaces associated with
instances (contextualised).

−−→
C(i)V Sdist = {

−−→
c(i) :

−−→
C(i) =

t
∑

j=1

vcj
−→χ j , for each cj(i)) ∈ DB} (6.13)

Figure 6.5 and Figure 6.6 depict the non-contextualised and the contextualised susb-

paces.

6.4.10 Real dimension (R)

Expresses numeric values in the real domain R in a one-dimensional subspace. Maps to

numerical value data types.
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i0

context

p0

i1

i0 - p0
p0 - i1

Figure 6.7: Property relation vectors in the τ − Space.

6.4.11 Property Relation Vectors

With the definition of vectors for every data model category, a vector representation

for the syntactic relations between properties and instances can be defined. The vector

representation of a triple r = p(i1, i2) in the contextualised vector space is defined by:

Definition 6.8 (Distributional Representation of a Property Assignment Triple). Let
−→p ,
−→
i1 and

−→
i2 be the vector representation of the binary predicate elements p, i1 and i2 in

p(i1, i2). A triple vector representation (denoted by −→r ) is defined by: (−→p −
−→
i1 ,
−→
i2 −

−→p )

if p(i1, i2).

Relation vectors are defined over the V Sdist = V SI
⋃

V SP . Figure 6.7 depicts the vector

representation of a property triple.

6.4.12 Class Relation Vectors

For the relation between instance and class, the vector representation of a triple r = c(i)

in the vector space is given by the following definition:

Definition 6.9 (Distributional Representation of a Class Assignment Triple). Let −→c ,
−→
i be the vector representations, of the unary predicate c and the instance i. A triple

vector representation (denoted by −→r ) is defined by: (−→c −
−→
i ).

Figure 6.7 depicts the vector representation of a class triple. The class assignments are

defined over the V Sdist = V SI
⋃

V SC .
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i0

c0

in

i0 - c0 in - c0

...

Figure 6.8: Class relation vectors in the tau− Space.

6.4.13 Building the τ − Space

The construction of the τ − Space depends on the alignment between the different

subspaces. Depending on the motivation for its construction, there are two possible

approaches for the construction of the τ − Space:

• Single-Space Model: Unifies all subspaces into a single vector space, targeting the

maximization of the geometric interpretation of the τ − Space. The main disadvantage

of this approach is the growth in the dimensionality of the unified space.

• Multiple-Spaces Model: τ − Space as a composition of interrelated vector spaces.

While this approach does not have a simple geometrical/topological mathematical in-

terpretation under the context of vector analysis, it provides a representation which

facilitates the local reduction of the dimensionality of the vector space, by segment-

ing the space into different vector spaces. Due to its practical implications, this work

concentrates on the multiple-spaces model.

The structure of the τ − Space is defined by the relationship between the different

subspaces (Figure 6.9), which is defined by the RDF(S) data model syntax/grammar.

In Figure 6.9, the boxes represent the subspaces for different data model elements (class,

instance, property, value), while the arrows represent the syntactic relationships between

these elements, where specific RDF(S) vocabularies were ommited. Elements such as

<P,P>, <C,C> for example, describe the taxonomical relation between properties and

classes respectively, while <P,I> <I,P> are property relations and <C,I> <I,C> are

class relations.

The contextualised subspaces V SP (i) and V SC(i) are vector spaces which are parametrized

by an instance i, while the V SP and V SC are subspaces which contain all properties
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(I)

<I,C>
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P
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<P,I>

<P,P><C,C>

Figure 6.9: Topological relationship between the vector spaces that generate the
τ − Space.

and classes from the DB. The relations between different vector spaces are depicted as

arrows in Figure 6.9.

The procedure for the construction of the τ − Space under the multiple vector spaces

model is described in Algorithm 29.

The topology of the multiple-spaces τ −Space does not have a trivial geometrical/topo-

logical interpretation, defining a structure which is similar to a fibration. A fibration is

a generalization of the notion of a fiber bundle [195]. The fibration is a mathematical

model structure which models a topological space being parameterized by another topo-

logical space (which is called a base) [196]. In the τ − Space the base is defined by the

instances, which parametrizes the property and class vector spaces.

6.4.14 τ − Space Example

Figures 6.10, 6.11, 6.12, 6.13 and 6.14 depict the steps for the construction of the τ −

Space for the example dataset:

DB:

:children(:Bill Clinton, :Chelsea Clinton)

:spouse(:Chelsea Clinton, :Marc Mezvinsky)

:PresidentsOfTheUnitedStates(:Bill Clinton)

...

The τ − Space construction starts with the definition of term and distributional vec-

tors for instances (:Bill Clinton, :Chelsea Clinton, :Marc Mezvinsky, ...), defining V SI

(V Sword, V Sdist), Figures 6.10. The next step defines the vector space for all classes

V SC (V Sword, V Sdist) (Figure 6.11) and properties V SP (V Sdist) (Figure 6.12). The
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Algorithm 1 τ − Space Construction
INPUT

• DB: The RDF(S) database with a data model Σ = (I, P, C, V ).

• DSM(RC): The distributional semantic model over the corpora RC.

OUTPUT

• tau− Space: .

PROCEDURE BuildContextualisedT -Space():

1: for all i ∈ I do
2:

−→
k ← getWordV ector(i))

3: addToV ectorSpace(V SI(term),
−→
k )

4:
−→
i ← getDistributionalV ector(i,DSM(RC))

5: addToV ectorSpace(V SI(dist),
−→
i )

6: createSubspace(V SP (dist)(i))
7: for all p ∈ p(i, x)) do
8: −→p ← getDistributionalV ector(p,DSM(RC))
9: addToV ectorSpace(V SP (dist)(i),−→p )

10: addToV ectorSpace(V SP (dist),−→p )

11: −→r ←
−→
i −−→p

12: addToV ectorSpace(V SR(dist),−→r )
13: end for
14: for all p ∈ p(x, i)) do
15: −→p ← getDistributionalV ector(p,DSM(RC))
16: addToV ectorSpace(V SP (dist)(i),−→p )
17: addToV ectorSpace(V SP (dist),−→p )

18: −→r ← −→p −
−→
i

19: addToV ectorSpace(V SR(dist),−→r )
20: end for
21: for all c ∈ c(i) do
22: −→c ← getDistributionalV ector(c,DSM(RC))
23: addToV ectorSpace(V SC(dist)(i),−→c )
24: addToV ectorSpace(V SC(dist),−→c )

25: −→r ←
−→
i −−→c

26: addToV ectorSpace(V SR(dist),−→r )
27: end for
28: end for
29: return V SP (dist), V SC(dist), V SI(dist), V SR(dist)

third step consists in the creation of the parametrized distributional vector spaces for

properties and classes V SP (i), V SC(i) (V Sdist) (Figure 6.11, 6.12, 6.13). In the last

step the triple vectors are computed (Figure 6.14).

6.4.15 Complementary Structures: Reification subspace

Reification can be used as a mechanism to consistently represent contextual information

in a schema-agnostic way. The reification subspace is defined as a vector space which is
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:Bill_Clinton

χ

k

:Chelsea_Clinton

:Marc_Mezvinsky

R

Figure 6.10: Creation of the instance subspaces V SI (V Sword, V Sdist).

:Bill_Clinton

χ

k

:PresidentsOfTheUnitedStates

:Chelsea_Clinton

:Marc_Mezvinsky

R

Figure 6.11: Creation of the class subspaces V SC (V Sword, V Sdist).

...

:Bill_Clinton

:children

χ

k

:PresidentsOfTheUnitedStates

:Chelsea_Clinton

:Marc_Mezvinsky

:spouse

R

Figure 6.12: Creation of the property subspaces V SP (V Sdist).

parametrized by a triple d, where d ∈ D and D = I ×C × P × V . A triple d with a set

of contexts Ω of the form < d, ω, {i‖v} >.
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...

...
:Bill_Clinton

:children

χ

k

:PresidentsOfTheUnitedStates

:Chelsea_Clinton

:Marc_Mezvinsky
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...

Figure 6.13: Creation of the parametrized subspaces V SP (i), V SC(i) (V Sdist).

...

...
:Bill_Clinton

:children

χ

k

:PresidentsOfTheUnitedStates

:Chelsea_Clinton

:Marc_Mezvinsky

:spouse

R

...

Figure 6.14: Creation of the relation vectors.

D VS
Ω 
(D)

Figure 6.15: Reification extension of the core τ − Space.

−−−→
Ω(d)V Sdist = {

−−→
ω(d) :

−−−→
Ω(d) =

t
∑

i=1

vωi
−→χ d, for each ωj(d, x) ∨ ωj(x, d) ∈ DB} (6.14)

Figure 6.15 depicts the τ − Space representation for the reification.
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6.4.16 Compositionality & Semantic Interpretation

Compositional-distributional models typically represent a sentence or expression as a

single interpretation vector. Most compositional-distributional models define the pro-

jection of syntactic relations as vector transformation operations in the vector space

(using additive or multiplicative models) [155]. The process of interpreting a sentence

consists in the application of successive vector transformation operations according to

the grammar [155].

This work uses a different strategy to represent the interpretation vector of a triple.

Instead of collapsing the three triple elements <s,p,o> into a single vector, the interpre-

tation of the triple is set of syntactically connected vectors in the τ − Space.

Definition 6.10 (Distributional Interpretation of a Triple). The distributional inter-

pretation of a triple d is given by:

• the vector tuple <
−→
i1 ,
−−−−−→
p(i1, i2), {

−→
i2‖v}, (

−→p −
−→
i1 ), (

−→
i2 −

−→p ) > where
−→
i ∈

−→
I , −→p ∈

−→
P

and v ∈ V , for the triple of the form < i, p, {i, v} >.

• the vector tuple <
−→
i ,
−−→
c(i), (−→c −

−→
i ) > where

−→
i ∈
−→
I , −→c ∈

−→
C and v ∈ V , for the triple

of the form < I, type, C >

6.5 Discussion

The proposed approach introduced in this work embeds an RDF graph into a vector

space, adding a geometrical interpretation for the data elements. The vector space is

built from a distributional model, where the coordinate reference frame is defined by

interpretation vectors mapping the statistical context distribution of terms in the refer-

ence corpora. This distributional coordinate system supports a semantic representation

of the RDF graph elements which allows a flexible semantic search and matching between

query terms and database elements.

Distinctive characteristics of the τ − Space and distributional semantic approaches ap-

plied in Information Retrieval (IR) such as Latent Semantic Indexing (LSI) [170] are:

• External distributional knowledge source: The use of an external distributional

data source which targets a commonsense and semantic knowledge base, instead of using

the information from the indexed dataset, providing a more comprehensive distributional

reference frame.
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• Preservation of the structural/syntactic information of the dataset: Each

labeled entity in the DB defines a point in the τ − Space. The topological structure of

the data graph (set of database tuples) maps to the set of relation vectors. The set of

relation vectors associated with each entity point, defines another difference in relation

to traditional VSMs and distributional models for IR. Comparatively, traditional VSMs

represent documents as (free) vectors at the origin of the vector space and remove the

syntactic relation information, collapsing it into a bag of words.

• Use of distributional semantics to represent database entity semantics: Most

IR approaches using distributional semantics have focused on defining distributional

vector space models for indexing the content of unstructured documents, using a bag-of-

words approach, where no fine-grained compositional model is defined for the document

sentences. The use of a distributional vector for the representation of entity semantics

in a database scenario is also a distinctive characteristic of the proposed model, which

allows the distributional semantics approximation in relation to short natural language

expressions (database descriptors for the entities in the dataset), where the impact

on the lack of a compositional model is reduced, maximizing the effectiveness of the

distributional semantic approximation.

6.5.1 Transportability as Coordinate Transformations

Vector and tensor quantities can be represented in relation to a reference frame (coor-

dinate system). Under this representation, however, changes of reference frame imply a

change in the representation of the object. However, the transformation rules associated

with the changes of reference frame are well defined objects and the representation of

the object in a different reference frame can be recalculated. Tensors can be seen as

geometric objects represented by numeric arrays that transform according to certain

rules under a change of coordinates.

The capacity to transform objects in the τ − Space across different coordinate systems

can support the transportability across different distributional models. Data graphs

from different domains can be supported by different distributional models, instead

of a one size fits all solution. While an open domain data graph like DBpedia can

be supported by a distributional model derived from Wikipedia, a domain specific data

graph covering financial data can use a distributional model built from a domain specific

financial reference corpus. Spaces with different distributional models can form patches

in a more complex distributional manifold. Additionally, different distributional models

can be used in parallel to support multiple interpretations of the elements embedded in

the space.
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Figure 6.16: Dimensions of the distributional tensor.

6.6 Tensor Representation

The τ − Space can also be represented using a tensor representation. The core distri-

butional tensor has four main dimensions, three corresponding to the representation of

the triple data and one corresponding to the distributional vector for each triple element

Rspoχ.

Assuming the following example DB:

isCustomer(JohnSmith)

hasY earlySalary(JohnSmith, 100000)

hasAge(JohnSmith, 30)

marriedTo(JohnSmith,MarySmith)

hasChild(JohnSmith,AliceSmith)

isClient(JohnSmith)

male(JohnSmith)

Figures 6.16 depicts the dimensions of the distributional tensor for each triple element.

The instantiated tensor for the example knowledge base projected as bi-dimensional

matrix components is depicted in Figure 6.17.

6.7 The τ − Space as an Inverted Index

The τ − Space is instantiated as an inverted index [197]. The inverted index is a data

structure which easily maps to the vector space representation and which supports effi-

cient look-ups of the vectors given the labels of the dimensions.
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HasYearlySalary          0  0             1          0
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Figure 6.17: Matrix projections of the τ − Space tensor.
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Index Structure

sub_uri

pred_uri

obj_uri

prop_uri

prop_terms

Property index

Graph index

prop_stemmed_terms
prop_dist (payload)

χp,1,wp,1 χp,n,wp,nχp,2,wp,2 ...

instance_uri

instance_terms

Instance index

instance_dist (payload)

χi,1,wi,1 χi,n,wi,nχi,2,wi,2 ...

triple_id

context_uri

Reification index

pred_uri

class_uri

class_terms

Class index

class_stemmed_terms
class_dist (payload)

χc,1,wc,1 χc,n,wc,nχc,2,wc,2 ...

Figure 6.18: Distributional inverted index structure.

The core index structure consists of five indexes: the graph index for mapping the graph

topology (triples, and the set of relations), the instance index for instances and the class

index for classes, the predicate index and the reification index.

While uri stores the element URI, the field terms/stemmed terms covers the content

of the parsed and stemmed URIs (word space) and the distributional context vector

field, stores the distributional context vectors (distributional space). The distributional

context vector is serialized as a payload (byte array) under the Lucene framework. The

class and the property indexes have associated distributional vectors (Figure 6.18).

The index structure allows its natural distribution and indexing and search paralleliza-

tion: the separate subspaces can serve as partition identifiers.

6.8 Representation of Complex Classes

6.8.1 Introduction

In this section we describe a lightweight representation approach for complex class de-

scriptors. Complex class descriptors are classes containing more then 3 words for their

definition. In order to understand the structure of complex class descriptors, YAGO

classes (which map to Wikipedia categories) are analysed. This analysis will support the
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construction of a representation model for complex classes. In the representation, com-

plex predicates are decomposed into a graph of terms which can define a compositional-

distributional model for complex class descriptors in the context of the τ − Space.

Classes provide names for sets of objects. While some class descriptors are composed of

single words or simple expressions (e.g. ‘Person’, ‘Country’, ‘Film’ ), other descriptors

have more complex compositional patterns (e.g. ‘French Senators Of The Second Em-

pire’, ‘United Kingdom Parliamentary Constituencies Represented By A Sitting Prime

Minister’ ).

As the complexity of the domain of discourse, and the decentralization of the content

generation, increases in contemporary data management environments, more effort is

necessary for defining a consistent and structured conceptual model. As a consequence,

as the scale of the domain of discourse increases, data representation strategies move

from more structured conceptual models to less structured categorization systems (e.g.

folksonomies).

This shift from structured towards more unstructured conceptual models is reflected in

the content and structure of complex class descriptors. As models get more complex

and decentralized, more content is transferred to unstructured natural language descrip-

tors, increasing the terminological variation, reducing the conceptual integration and

the structure level of the model. In this scenario, the more formal conceptual model

tools are substituted by complex class descriptors as an interface for domain descrip-

tion. From the perspective of information extraction and representation, complex class

descriptors provide a much more tractable subset of natural language which can be used

as an ‘interface’ for the creation of structured domains. From the syntactic perspective,

complex class descriptors are short and syntactically well-formed phrases.

6.8.2 The Structure of Class Descriptors

In order to understand the syntactic structure of complex class descriptors (CCD),

an analysis based on the complete set of Wikipedia category links (Figure 6.19) was

performed. The complete set contains 287,957 categories. The goal of this analysis is to

derive a representation model which can express the relationships between the concepts

of the classes following a Semantic Web compatible graph data model. The analysis

process started with the manual analysis and categorization of a random sample of

10,000 categories, in order to derive a set of recurrent representation (features) present

in the query. Table 6.2 shows the set of category features and instances of categories.
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Figure 6.19: Excerpt of the Wikipedia category links associated with the ‘Barack
Obama’ article.

Features Category Examples

Classes with verbs United Kingdom Parliamentary Constituencies Represented
By A Sitting Prime Minister,
Local Government Districts Created By The Local Govern-
ment Act 1858

Classes with temporal refer-
ences

19th-century Presidents Of The United States,

Tennis Players At The 1996 Summer Olympics
Classes with named entities Olympic Gold Medalists For The United States,

Populated Places In North Holland
Classes with conjuctions Former Buildings And Structures Of The City Of London,

Alumni Of The School Of Oriental And African Studies
Classes with disjuctions Nobel Laureates In Physiology Or Medicine,

Snow Or Ice Weather Phenomena,
Converts To Christianity From Atheism Or Agnosticism

Classes with operators Dutch Top 40 Number-one Singles,
World No.1 Tennis Players,
Ships Of The First Fleet,
Cricketers Who Have Played For More Than One Interna-
tional Team

Table 6.2: Core feature set and examples of categories with different feature types.

# of Features Operators Words Proper
Nouns

Nouns Adjectives Verbs

0 99.846% 0% 46.348% 1.461% 62.284% 81.808%
1 0.154% 15.818% 46.594% 40.173% 32.089% 17.373%
2 26.618% 6.794% 39.727% 5.078% 0.814%
3 24.507% 0.226% 14.572% 0.504% 0.004%
4 18.612% 0.036% 3.339% 0.043% 0.001%
5 8.298% 0.001% 0.610% 0.002% -
6 - 3.078% - 0.099% - -
≥ 7 - 1.498% - 0.019% - -

Table 6.3: Distribution and examples of classes with different feature types.

The manual analysis showed an enumerable set of recurrent features in the class de-

scriptors. After the determination of the core representation features, we automatically

analysed the complete set of 287,957 descriptors, according to the incidence of the fea-

tures. Table 6.3 shows the distribution of features in the full category set. The typical

descriptor consists of an entity described by two or more words with one or more special-

ization relations and it mainly consists of one or more nouns specialized by an adjective.

There is, however, a significant variability in the combination of the features set present

at the category collection.
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Figure 6.20: Long tail distribution of POS Tag sequences for Wikipedia categories.

POS Tag Se-
quence

%

NNS IN NNP 10.05%
NN NNS 7.56%
JJ NNS 7.35%
NN NNS IN NNP 4.68%
JJ NNS IN NNP 4.13%
NNP NNS 3.94%
JJ NN NNS 3.48%
CD NNS 2.63%
NN NN NNS 2.61%
NNS IN JJ NNP 2.00%
NNP NN NNS 1.88%
NN NNP NNS 1.88%
NNS IN JJ 1.80%
JJ NNP NNS 1.71%
NN VBD NNS 1.70%
NNS VBD CD 1.64%
NNS 1.58%
NNP NNS NNS 1.50%
NNP NNS IN NNP 1.43%
NNS IN NN 1.40%
NNS IN NNP NN 1.33%
JJ JJ NNS 1.18%
NNS IN NN NN 1.16%
NNS IN NNP NN
NNP

1.09%

Long tail 30.29%

Table 6.4: Distribution and examples of classes with different POS Tags.

The possible combination of features follows a long tail distribution which is expressed

in the distribution of the sequence of POS Tags for the categories (Figure 6.20). A total

of 96 distinct POS Tag sequences were found.

This work concentrates on the use of Wikipedia category links for the analysis of the

characteristics of class descriptors. The scale, decentralization and domain variety of

Wikipedia categories makes it an ideal resource for the investigation of class descriptors

under a high variety scenario. We believe that most of the results from this work can

be transported to other complex categorization systems. Similar features and patterns

can be observed in other examples of complex CCDs, for example in a domain specific

scenario such as the IFRS taxonomy20 and the US GAAP Taxonomy21. Examples

of categories are: Franchised Units; Partially Owned Properties; Residential Portfolio

Segment ; Assets arising from exploration for and evaluation of mineral resources; Key

management personnel compensation, other long-term employee benefits.

20http://www.ifrs.org/
21http://xbrl.us/taxonomies/
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6.8.3 Representation Model

6.8.3.1 Overview

The representation model is aimed towards facilitating the fine-grained integration be-

tween different class descriptors, providing the creation of an integrated and more struc-

tured model from the category descriptors. The representation also has an associated

interpretation model which aims at making explicit the algorithmic interpretation of the

descriptor in the integrated graph.

6.8.3.2 Representation Elements

A class can be segmented into 7 representation elements:

• Entity: Entities inside a class descriptor are terms which are terms/entities of the original

category which can describe predicates or instances. The entities map to a subset of

the content words (open class words), which carry the main content or the meaning of a

CCD. Words describing entities can combine nouns, adjectives and adverbs. The entities

for an example class descriptors ‘Snow Or Ice Weather Phenomena’ are ‘Snow’, ‘Ice’,

‘Weather Phenomena’. Entities are depicted as ei in Figure 6.21(1).

• Class & Entity core: Every entity will contain a semantic nucleus, which corresponds to

the phrasal head and which provides its core meaning. For the predicate ‘Snow Or Ice

Weather Phenomena’, ‘Phenomena’ is the class & entity core. Depicted as ‘*’ in Figure

6.21(5).

• Relations: Relation terms are binary predicates which connect two entities. In the

context of predicate descriptors, relation terms map to closed class words and binary

predicates, i.e. prepositions, verbs, comparative expressions (same as, is equal, like,

similar to, more than, less than). Depicted as pi in Figure 6.21(1).

• Specialization relations: Specialization relations are defined by the relations between

words wi in the same entity, where wi+1 is specialised by wi. Representing by an

unlabeled arrow in Figure 6.21(4).

• Operators: Represents an element which provides an additional qualification over entities

as a unary predicate. Operators are specified by an enumerated set of terms which maps

to adverbs, numbers, superlative (suffixes and modifiers). Quantifiers: e.g. one, two,

many (much), some, all, thousands of, one of, several, only, most of ; modal: e.g. could,
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may, shall, need to, have to, must, maybe, always, possibly ; superlatives: e.g. largest,

smallest, top most ; ordinal: 1st, second. Depicted in Figure 6.21(2).

• Conjunctions & Disjunctions: A disjunction between two elements (wi ∨ wi+1ej) is

defined by the distribution of specialization relations: ej is specialized by wi and ej is

specialized by wi+1. A conjunction is treated as an entity which names the conjunction

of two entities through a conjunction labeled link. The conjunction representation is

depicted in Figure 6.21(2,4).

• Temporal Nodes: Consists in the representation of references to temporal elements into

a normalized temporal range format.

The representation elements previously described are defined below.

Let Stopwords be a set of stopwords that are not used in the representation model. For

each complex category cl, we associate the set Terms(cl) formed by all relevant terms

of cl, that is, Terms(cl) = {t : t ∈ (cl \ Stopwords)}.

The set Terms(cl) can be split into the following disjoint sets:

• Ent(cl) is formed by nouns, adjectives and adverbs. The terms in Ent(cl) are called

atomic terms and the elements that provide the core meaning of a complex category

are called entity nucleus and will be denoted by t∗;

• Rel(cl) is formed by prepositions, verbs and comparative expressions which represent

the relations presented in cl;

• Oper(cl) is formed by operators;

• Temp(cl) is formed by temporal elements. Temporal elements are normalized into

(ddi/mmi/yyyyi−ddf/mmf/yyyyf ) representing a time interval starting in ddi/mmi/yyyyi

and ending in ddf/mmf/yyyyf .

Definition 6.11. A complex category cl is represented by a graph G(cl) defined as an

injective total function

G(cl) : I → 2(N∪I)×R×(N∪I)

where:

• N = Ent(cl) ∪Oper(cl) ∪ Temp(cl) is a set of nodes;
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• I is a set of identifiers;

• R = Rel(cl) ∪ Relgen, is a set of relations where Relgen = {is specialized by,

op, time}.

Note that in definition 6.11, the identifiers in I are used to identify a set of triples,

instead of individual triples. In a graph G(cl) we can have the following types of triples:

• Basic triple: (x, r, y) such that x, y ∈ Ent(cl) and r ∈ R

• Reified triple: (x, r, y) such that x, y ∈ Ent(cl) ∪ I , with one of them belonging

to I, and r ∈ R

• Temporal (basic or reified) triple: (x, time, y) such that x ∈ Ent(cl) ∪ I

and y ∈ Temp(cl)

• Operator (basic or reified) triple: (x, op, y) such that x ∈ Ent(cl) ∪ I

and y ∈ Oper(cl)

The interpretation of each triple is based on an infinite set U of Universal Resource

Identifiers (URIs). Each element x ∈ Terms(cl) ∪ I ∪Relgen is interpreted as [[x]] ∈ U .

Thus a triple tr = (x, r, y) is interpreted as [[tr]] ∈ U3.

In a graph G(cl), the complete path P is the sequence of sets of identifiers

< Sid1 , Sid2 , · · · , Sidn > such that:

• ∀id ∈ Sid1 , id identifies a basic triple tr = (t∗, r, y) where t∗ is a term nucleus;

• ∀id ∈ Sidi , all identifiers id
′ that appear in triples tr ∈ id are such that id′ ∈ Sidi−1

Example 6.1. Consider the complex category cl1:

20th-centuryRulersOfConstituentOrUnrecognizedStatesInNorthAmerica

The relevant terms Terms(cl1) are formed by:

• Ent(cl1) = {North,America∗, States∗, Constituent, Unrecognized,Rulers∗}

• Rel(c1) = {of, in}

• Temp(cl1) = {01/01/1900− 31/12/2000}

Let I = {t1, t2, t3, t4, t5} be the set of identifiers where:
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Figure 6.21: Graph patterns showing the relations present in the graph representa-
tion.

• t1 :NorthAmerica

• t2 :StatesInNorthAmerica

• t3 :ConstituentOrUnrecognizedStatesInNorthAmerica

• t4 :20th-centuryRulers

• t5 :20th-centuryRulersOfConstituentOrUnrecognizedStatesInNorthAmerica

The graph G(cl1) is defined as:

• t1 = {(America∗, is specialized by,North)}

• t2 = {(States∗, in, x) | x ∈ t1}

• t3 = {(x, is specialized by, Constituent), (x, is specialized by, Unrecognized) | x ∈ t2}

• t4 = {(Rulers∗, time, 1900− 2000)}

• t5 = {(x, of, y) | x ∈ t4 and y ∈ t3}

and the complete path is P =< {t1, t4}, {t2}, {t3}, {t5} >

Depiction of the complex classes from the YAGO dataset are depicted in Figure 6.22.
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Figure 6.22: Categories following the representation model.

6.8.4 Extending the τ − Space for Complex Class Descriptors

The complex class descriptor subspace has a similar structure to the τ − Space (Figure

6.23) In this subspace most of the relations are specialization relations. The dimensional
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Figure 6.23: Depiction of the structure of the complex class subspace.

reduction mechanism is given by the parametrization of the subspaces, following the

interpretation from the more generic term, which defines the core entity.

6.9 Chapter Summary

This chapter formalized the definition of the τ−Space, a semantic representation for the

hybrid distributional-relational model. The τ −Space is a structured vector space model

emerging from the embedding of a data graph into a distributional semantics vector

space. At the τ−Space, each element in the data graph has an associated distributional

semantics vector representation, which supports a geometric-based semantic approxima-

tion model, using the distributional knowledge on a large-scale reference corpora. The

structure of the τ −Space is defined by the mapping between data model categories and

the associated distributional vector subspaces associated with each category. Associated

publications to this chapter are [177, 198, 199, 200, 201, 202, 203].



Chapter 7

Distributional Semantic Search

7.1 Introduction

The computation of distributional semantic relatedness measures over the data elements

embedded in the τ − Space is at the core of the semantic approximation proposed in

this work. The process of using distributional semantic relatedness measures for finding

the database entity which is mostly related to a query term can be interpreted as a

distributional semantic search process over database entities. This chapter focuses on the

description of a semantic search approach based on distributional semantic relatedness

measures, as semantic search and semantic approximation is at the center of the proposed

query approach. This discussion is extended in Chapter 8, where the distributional

semantic search is used in coordination with the graph structure and the topology of

the τ − Space in the form of a query processing algorithm.

This chapter is organised as follows: Section 7.2 provides a description of different dis-

tributional semantic models that are evaluated in the scope of this thesis; Section 7.3

provides an evaluation of the suitability of different distributional semantic relatedness

measures in comparison to WordNet-based semantic similarity and relatedness measures;

Section 7.4 defines the distributional semantic search, analyzing how the semantic re-

latedness measure can be used as a ranking function in the context of a distributional

vector space model.

188
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7.2 Distributional Semantic Models

7.2.1 Selecting the Distributional Semantic Models

Different types of distributional semantic models (DSMs) are available in the literature.

This section provides a preliminary evaluation of the suitability of different DSMs in

the context of this work, using a subset of the core requirements which are impacted by

the semantic matching approach (Section 1.6): (i) accurate & comprehensive semantic

matching; (ii) low setup & maintainability effort; (iii) interactive search & low query-

execution time; (iv) high scalability.

Five models were short-listed from an initial set of high-performing DSMs, based on

existing literature evaluation [204], [205], [172], [171] and [53] taking into account their

performance for the computation of semantic similarity and relatedness measures.

• Dependency Vectors (Pado & Lapata, 2007) [204].

• Distributional Memory (Baroni & Lenci, 2010) [205].

• Random Indexing (Karlgren & Salhgren, 2001) [172].

• Latent Semantic Analysis (Landauer & Dumais, 1997) [171].

• Explicit Semantic Analysis (Gabrilovich & Markovitch, 2007) [53].

Dependency Vectors use syntactic dependencies as context-filtering functions [204] while

Distributional Memory [205] use syntactic dependencies as a context-typing function.

Since the dependency on large-scale syntactic parsing of large-scale Web corpora can

impact the ability of building transportable distributional models (e.g. for languages or

specific subdomains which are not supported by annotated corpora or parsers), impact-

ing the comprehensive semantic matching requirement, and also increasing the setup

effort, this work concentrates on DSMs which are not dependent on syntactic or lexico-

categorical features.

This section describes the three remaining candidate DSMs. The DSMs are evaluated

and compared against WordNet-based semantic relatedness baselines in Section 7.3.2.

7.2.2 Latent Semantic Analysis (LSA) (Landauer & Dumais, 1997)

Latent Semantic Analysis (LSA) [171], is a DSM which focuses on addressing the di-

mensionality problem by the application of Singular Value Decomposition (SVD) in the
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distributional matrix associated with the model. The application of SVD over the distri-

butional matrix, results in a reduction of the dimensionality of the original term vector

space, where each dimension after the transformation is represented by a latent dimen-

sion. The semantic relatedness measure is computed by the application of the cosine

distance between two terms or passages in the LSA space.

LSA has the following configuration parameters:

• C = documents.

• W = log term frequency and term entropy in the corpus.

• M = word × document.

• d = SVD.

• S = cosine.

7.2.3 Random Indexing (RI) (Karlgren & Salhgren 2001)

Random Indexing (RI) [172] is a DSM which uses statistical approximations of the full

word co-occurrence data to do dimensionality reduction which results in a performance

improvement and fewer required dimensions. The dimensionality reduction is based on

Kanervas [206] work on sparse distributed memory.

RI instead represents co-occurrence through index vectors. Each word is assigned a

high-dimensional, random vector that is known as its index vector. These index vectors

are very sparse, which ensures that the chance of any two arbitrary index vectors having

an overlapping meaning (i.e. a cosine similarity that is non-zero) is very low.

• C = context rectangular window-based.

• W = various.

• M = matrix word × word.

• d = RI.

• S = various.
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7.2.4 Explicit Semantic Analysis (ESA) (Gabrilovich & Markovitch,

2007)

Explicit Semantic Analysis (ESA) [53] is a distributional semantic model based on

Wikipedia. ESA represents the meaning of a text in a high-dimensional space of con-

cepts derived from the Wikipedia text collection. In ESA, the distributional context

window is defined by the Wikipedia article, where the context identifier is a Wikipedia

article title/identifier.

A universal ESA space is created by building a vector space containing Wikipedia arti-

cles’ document representations using the TF/IDF weighting scheme. In this space, each

article is represented as a vector where each component is a weighted term present in

the article. Once the space is built, a keyword query over the ESA space returns a list

of ranked articles titles, which define a context vector associated with the query terms

(where each vector component receives a relevance weight).

In the ESA model, the context is defined at the document level which defines a semantic

model which captures both syntagmatic and paradigmatic relations, appropriate for the

computation of a semantic relatedness measures for the schema-agnostic scenario. The

coherence of the Wikipedia content discourse in the context of a Wikipedia article also

influences the quality of the semantic relatedness measure.

The approach proposed by Gabrilovich & Markovitch also supports a simple composi-

tionality model allows the composition of vectors for multi-word expressions, where the

final concept is the centroid of the vectors representing the set of individual terms. The

ESA semantic relatedness measure between two terms is calculated by computing the

cosine similarity between two distributional vectors.

The link structure of the articles can be used for providing alternative or related expres-

sions for the contexts (based on the extraction of anchor texts) and for the enrichment of

the semantic model. The link structure can also work as a basis for dimensional reduc-

tion. Gabrilovich & Markovitch describe two levels of semantic interpretation models.

First-order interpretation models are purely based on information present in the tex-

tual description of articles, while second-order models also include knowledge present in

inter-article links.

Gabrilovich & Markovitch incorporate concept relations by boosting the weights of con-

cepts linked from the top-k weight concepts. The authors apply a further generality

filter, where only more general concepts extracted from links are considered. Generality

is determined by the difference in the number of inlinks among two linked concepts.
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Since some articles are overly specific or are not completely developed, Gabrilovich &

Markovitch prune some concepts based on heuristics of quality and relevance.

ESA has the following configuration parameters:

• C = Wikipedia article.

• W = TF/IDF.

• d = link-based pruning (optional).

• S = cosine.

There are notable extensions to the ESA model targeting the generalization of the ap-

proach to generic document structures. Polajnar et al. [207] describes two approaches

for including document similarity data into ESA, without altering the explicit concept

mapping and showing higher correlation with the gold-standard word pair similarities.

This work, however, focuses on the ESA model as proposed by [53].

7.3 Evaluating the Suitability of Distributional Semantic

Relatedness Measures

7.3.1 Overview

This section evaluates the candidate distributional semantic relatedness measures based

on the selected DSMs in comparison with WordNet-based distributional measures. The

evaluation aims at verifying the suitability of distributional semantic relatedness mea-

sures and their performance relative to WordNet-base measures. This evaluation serves

as preliminary evidence for the suitability of distributional semantic relatedness mea-

sure as a comprehensive vocabulary mapping and for the selection of the best semantic

relatedness measure /distributional semantics model.

7.3.2 WordNet-based measures

Different semantic similarity and relatedness measures based on WordNet were defined

in the literature. The list below describes the main semantic similarity and relatedness

measures based on WordNet.
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Hirst & St-Onge: The work of Hirst & St-Onge [208] proposes a semantic relatedness

measure where two concepts x1 and x2 are dependent on the length of the path between

the synsets of these concepts and of the change in the directionality associated with the

relations between entities in WordNet. The relatedness measure is given by:

relHS(x1, x2) = C − length(x1, x2)− kd

where C, k are constants and d represents the number of changes in the direction in

the traversal process. length(x1, x2) is defined over general (both taxonomic and non-

taxonomic) relationship links.

Leacock & Chodrow: Leacock & Chodrow [209] define a measure of similarity depen-

dent on the shortest taxonomic path between the two synsets related to the concepts x1

and x2. The path value is then scaled using the double of the maximum depth D of the

taxonomy.

simLC(x1, x2) =
−log(length(x1, x2))

2D

Resnik: This approach [51] is based on the idea that the similarity between two concepts

x1 and x2 is dependent on the level of the information which is shared by these two

concepts. This idea is expressed by the information content of their lowest super-ordinate

(LSuper). The LSuper between two concepts x1 and x2 is the most specific concept which

is the ancestor of both x1 and x2 in the taxonomy. The information content is a measure

of specificity associated with the concept and is expressed by the negative logarithm of

the probability associated with the concept.

simR(x1, x2) = −log p(LSuper(x1, x2))

Jiang & Conrath: This approach [210] defines a semantic distance between two con-

cepts x1 and x2 based on the idea of information content associated with the concept

nodes and with their lowest super-ordinate.

distJC(x1, x2) = log p(x1) + log p(x2)− 2 log p(LSuper(x1, x2))
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Lin: This similarity measure [211] is based on the relation of the information content of

the common information between two concepts x1 and x2 (defined by the lowest super-

ordinate) and the information content associated with the full description of these two

concepts.

simL(x1, x2) =
2 log p(LSuper(x1, x2))

log p(x1) + log p(x2)

Wu & Palmer: Wu & Palmer [212] developed a similarity measure based on the path

distance between the concepts and their lowest super-ordinate. In this similarity measure

the double of the path length between the lowest super-ordinate and the taxonomy root

is divided by the sum of the path lengths between the concepts and their lowest super-

ordinate.

simWP (x1, x2) =
∑

k

wk
(2 length(LSuper(x1, x2), x0))

length(x1, LSuper(x1, x2)) + length(x2, LSuper(x1, x2))

where x0 is the root element of the taxonomy.

Lesk: This approach, proposed by Banerjee & Pedersen [213], measures the semantic

relatedness of two terms by computing the number of overlapping words present in the

glosses of two WordNet synsets. If the set of overlapping words occur consecutively in

the glosses, the squared of the number of words is used.

Vector: This approach, described in [214], forms co-occurrence vectors based on both

the glosses and definitions of WordNet concepts. The relatedness of two terms is defined

by the cosine of the angle between the co-occurrence vectors.

7.3.3 Comparative Analysis

Previous works in the area of semantic relatedness measures use a correlation with human

assessment of the similarity and relatedness of datasets of word pairs as gold-standards

to evaluate the performance of the measures. The three main datasets used are:

• Rubenstein & Goodenough (1965)[215]: This experiment scored 65 pairs of common

nouns in the scale of 0-4 according to their similarity of meaning. 51 subjects participated

in the experiment.
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• Miller & Charles (1991)[216]: In this experiment, 29 of the set of pairs used by Ruben-

stein & Goodenough were evaluated. The correlation found with the Rubenstein &

Goodenough pairs was ρ = 0.994. Resnik [51] replicated the same experiment finding a

Pearson correlation factor of 0.885, defining a practical upper bound of what semantic

relatedness measures can achieve.

• Finkelstein et al. (2002)[217]: This experiment, which generated the WordSimilarity-

353 dataset, is targeted towards the evaluation of semantic relatedness. The dataset

contains two subsets: set 1 (153 word pairs, evaluated by 13 subjects), and set 2 (200

word pairs evaluated by 16 subjects) each one containing pairs from different parts-of-

speech, a proper noun and pairs involving subjective bias. Selected subjects had near

native command of English. The 30 pairs shared with the Miller & Charles experiment

have ρ = 0.939.

In order to better replicate the type of comparisons used in the context of query-database

matching, which include query-dataset alignments which have paradigmatic and syntag-

matic relations, this work introduces a new dataset:

• DBR: The DBpedia Relatedness dataset was built to provide a complementary perspec-

tive of the semantic relatedness grounded on terminological-level data present on the

DBpedia ontology. The dataset was built selecting properties and classes from DBpedia

and manually associating related natural language terms to each DBpedia term. The

types of relations expressed in the construction of the dataset represent relations of dif-

ferent types, mimicking the type of semantic relatedness present in the query-database

semantic matching. 118 word pairs were defined. The conditions of the relatedness

experiment were similar to the Finkelstein et al. experiment, counting with the same

number of participants, with similar profile (graduate students and research staff with

native or near native domain of English) and following a similar set of instructions. Each

participant was asked to score the semantic relatedness of the word pairs in a range of

0-4, where 0 represents no relatedness and 4 represented totally related words. The

calculated mean of the 16 ratings defined the DBR human relatedness gold standard.

The DBR dataset and all the experimental data can be found in Appendix B.

Table 7.1 shows the Spearman correlation of the measures with human assessments

over different datasets. The framework WordNet::Similarity [218] and was used for the

computation of WordNet-based measures, EasyESA[219] for ESA and S-Space [220] for

LSA and RI.
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Measures MC WS-353 DBR
Hirst & St-Onge 0.78 0.37 0.36
Leacock &
Chodrow

0.75 0.30 0.21

Resnik 0.75 0.33 0.16
Jian & Conrath 0.71 0.17 0.16
Lin 0.72 0.20 0.16
Wu & Palmer 0.76 0.33 0.19
Lesk 0.81 0.41 0.36
Vector 0.92 0.45 0.51
LSA-TASA 0.71 0.56 0.61
LSA-Wikipedia
(2006) d = 300

0.78 0.60 0.45

RI-Wikipedia
(2006) d = 1500

0.51 0.35 0.31

ESA-Wikipedia
(2006)

0.63 0.85 0.64

Table 7.1: Evaluation of the correlation between semantic similarity and relatedness
measures and human correlation using the MC, WS-353 and DBR datasets.

The results show that for the datasets, ESA outperformed the other measures for the

computation of semantic relatedness for both WS-353 and DBR. WordNet-based mea-

sures performed better for the computation of semantic similarity measures.

This evaluation defines ESA as the best performing distributional semantic model, which

will be used in the empirical evaluation of distributional semantics on schema-agnostic

query scenarios.

7.4 Distributional Semantic Search

7.4.1 Motivation

This section investigates the suitability of the distributional relatedness measure, as

a terminology-level semantic matching mechanism. In order to address the semantic

matching task, the semantic relatedness measure is used as a ranking function for a

semantic search mechanism. While the ‘search by distributional semantic relatedness

model’ is valid for any distributional semantic model, this discussion is instantiated in

the context of Explicit Semantic Analysis (ESA) distributional model.
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7.4.2 Distributional Semantic Relatedness Measure as a Ranking Func-

tion

The semantic relatedness measure s is a real number which quantifies the degree of

semantic relatedness between two terms. The computation of semantic relatedness is

typically performed pairwise, as the computation of a distance measure in the vector

space between two context vectors representing words or terms (s :W ×W → R).

The distributional semantic search over a set of indexed terms T and for a query term q

can be defined as ζV ST{dist}(q, T, ηt)), where ηt is a semantic relatedness filtering thresh-

old, in which elements above the threshold are considered semantically relevant.

Algorithm 2 describes the naive algorithm for computing the semantic relatedness be-

tween the query term q and the set of terms T , by computing the pairwise semantic

relatedness.
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war, φ = 0.022

history, φ = 0.007

documentary, φ = 0.005

romantic, φ = 0.003

comedy, φ = 0.002

adventure, φ = 0.001

terror, φ = 0.001

erotic, φ = 0.000

winston churchill romantic, φ = 0.020

erotic, φ = 0.004

comedy, φ = 0.004

documentary, φ = 0.003

war, φ = 0.003

adventure, φ = 0.002

history, φ = 0.002

terror, φ = 0.000

love

q qT T

η η 

ς (`winston churchill’, T, 0.004) ς (`love’, T, 0.004)

Figure 7.1: Distributional semantic search example.

Algorithm 2 Distributional semantic search : ζV ST{dist}(q, T, ηt)

T : set of terms which are indexed.
q : query term.
ηt : threshold.
V ST{dist} : distributional vector space.
for all t ∈ T do
φ← sV ST{dist}(

−→q ,
−→
t )

if φ ≥ ηt then
RT ← (t, φ)

end if
end for
rank(RT )

where rank(RT ) ranks the result set by the semantic relatedness measure φ.

Example:

Figure 7.1 shows the ranked result set for the distributional semantic search for the exam-

ple queries ζ(‘winston churchill′, T, 0.04) and ζ(‘love′, T, 0.04) over the predicate/term

set

{romantic, terror, documentary, erotic, adventure, history, war, comedy}. The DSM used

is ESA over Wikipedia 2013.

The two queries returns a list of ranked predicates from the most related to most unre-

lated according to the DSM. A threshold ηt = 0.04 is applied.

7.4.3 Inverted-index Distributional Semantic Search

While Algorithm 2 provides a description of the functionality behaviour expected by the

semantic search, the algorithm can be optimized using an inverted index data structure.
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{t1,t3,t5}χ0

{t2,t4}χ1 

{t0,tk}χn 

...

Figure 7.2: Inverted index representation for the distributional semantic space.

In information retrieval, an inverted index (also named postings file) is a data structure

which stores the mapping from a content to its location. In document search an inverted

index maps from a term to the set of documents in which the term occurs. The inverted

index is defined by a tuple that contains the postings for a term into the document

collection and the associated weight of the term in relation to the document. Similarity

search algorithms consult the postings of each query term to compute similarity scores

of documents that have terms in common with the query [221]. Inverted indexes map

the structure of the vector space and support the efficient computation of the similarity

scores for the vectors.

The inverted index can be used to represent the distributional vector space, where

terms representing dimensions are substituted by distributional context vectors, and

documents represent terms mapping to database entities (Figure 7.2).

The time cost of a similarity search algorithm is typically dominated by I/O access to

the inverted index. Similarity algorithms use a queue to record the current top-k scoring

documents. A queue can be implemented with different sorting data structures requiring

O(log(l)) comparisons, where l is the length of the queue [221].

Different algorithms can be used to compute vector similarity over an inverted index.

The inverted index supports the avoidance of unnecessary query/document similarity

comparisons. The similarity search algorithm processes the postings for each query

term sequentially, where the scores for each document have a partial tracking. Other

similarity algorithms are available, such as partial ranking [221]. Maintaining partial

scores in a sparse data structure can be used to eliminate some dimensions from the

comparison. Partial ranking addresses the space costs of the inverted index search

algorithm by eliminating low score documents from the similarity [221]. Techniques for

total similarity such as parallel merge and block processing [221] were also proposed.
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Algorithm 3 Distributional semantic search over an inverted index

Qχ : query term distributional vector.
scores : [0, ..., 0]
queue : (term, score) ordered by score (ascending).
for all χ ∈ Qχ do
Tχ ← getTerms(χ)
for all (t, φ) ∈ Tχ do
scores[t] ← scores[t] + φ
if (length(queue) = k + 1) then
pop(queue)
insert((t,scores[t]), queue)

end if
end for

end for
pop(queue)
rank(queue, descending)

7.4.4 Building the Semantic Space

The procedure for the semantic space construction starts by the construction of the

distributional semantics model, which varies for each DSM. Each distributional semantic

model has three main core operations which define the interaction with the DSM (Figure

7.3):

1. computation of the semantic relatedness: Receives as an input term1 and term2

and returns a real number.

2. get the context vector for a term: Receives a term as an input and returns context

vector.

3. get related terms: Receives a term and a semantic relatedness threshold and returns

a set of ranked terms and associated semantic relatedness scores.

The construction of the ESA context/distributional space starts with the indexing of

the Wikipedia articles using TF/IDF in a term vector space model, which defines the

ESA interpreter (term space). The ESA context/distributional space is built for a set

of target terms to be semantically indexed. The target terms are sent as queries to the

ESA interpreter which returns a weighted vector of context vectors. The weighted context

vector encodes a distributional representation of the target word meaning. The context

vectors for the target terms are used to build the final ESA context/distributional space.

The context associated with each vector component generate new dimensions in the ESA

context/distributional space. These steps are depicted in Figure 7.5 and Figure 7.4.
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Figure 7.3: Interfaces for the interaction with the DSMs.
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Figure 7.6: Terminological semantic space search process.

7.4.5 Searching the Semantic Space

The ESA semantic space forms a vector space which has its dimensionality dependent

on the number of indexed terms and on the decision on the dimensionality of the ESA

context vectors. In the worst-case scenario, the dimensionality of the terminological

space equals the number of Wikipedia articles which are indexed in the ESA semantic

vector space.

Figure 7.7 shows reduced ESA context vectors for two example terms: United States

Senators from Illinois and spouse.

Once the distributional semantic search space is built, the semantic search operation

can be performed. Figure 7.6 depicts the search process, where for an example keyword

query gun, the approach returns a list of related concepts (5) from DBpedia. In this

case, the target vocabulary concept is the top-most result (Weapon). The approach also

returns additional terms with some degree of semantic relatedness to gun.

The weights associated with the ESA distributional vectors follow a long tail distribution.

Figure 7.8 shows the distribution of the weight scores for the context vectors for different

words: ‘power’, ‘revenue’, ‘love’ and ‘tubulin’. Words with higher specificity have higher

scores. The weight distribution can be used to define the cutting point for the size of

the distributional weights, based on the specificity-level of a word.



Chapter 7. Distributional Semantic Search 203

Figure 7.7: Examples of ESA interpretation vectors for United States Senators from
Illinois and spouse.

Figure 7.8: Values for the weights of the context vectors.

7.5 Evaluating the Distributional Semantic Search: Search-

ing for Database Predicates

7.5.1 Motivation

This section aims at providing a first level evaluation of the distributional semantic search

using Explicit Semantic Analysis (ESA) for matching single query terms to terminology-

level database terms. In addition to a preliminary verification of the suitability of ESA

for terminology-level semantic matching, the section uses the search experiment in the
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determination of a semantic differential model, to determine a cut-off threshold based

on the behaviour of the semantic relatedness measure as a ranking function.

7.5.2 Evaluating the Terminology-level Search

The approach was evaluated building a search space indexing 1,610 concepts (275 classes

and 1,335 properties) present in the 3.6 version of the DBpedia ontology. The DBpedia

ontology was chosen due to the size and comprehensive nature of the ontology and due

to its open domain nature. A prototype of the semantic search space was implemented.

The prototype was built focusing on measuring the quality of the proposed approach,

consisting of an in memory inverted terminological index and an ESA concept space

[53]. The 2006 version of Wikipedia (approximately 1.5 million articles) was used in the

creation of semantic space and a size of 50 concepts was defined for each concept vector.

The procedure for generating the set of keyword queries was based on the process of

asking two users to tag 60 commonsense images and their constituent elements with

keywords. The set of tags which could be mapped to related concepts in the DBpedia

ontology were used to define the set of 143 keyword queries (query size of 1-2 terms).

The queries are available in Appendix C. This procedure was used to generate the search

for highly related concepts behaviour expected in terminological search, where users are

abstracted away from the terms in the ontology. The information present in properties’

domains and ranges axioms were not used in the indexing process: just the specific

ontology element name embedded in each URI was used. The data output associated

with the experiments can be found in Appendix C.

7.5.3 Qualitative Analysis

In order to make the discussion on the semantic matching properties of the terminological

space more concrete, examples of keyword queries and best-effort results are listed in

Figure 7.9 and Figure 7.10. The example queries lists the top-8 most semantic related

terms to natural language queries over the DBpedia ontology. The example queries

illustrate the semantic matching problem for terminological search, where the closest

related concept can be expressed by different semantic relationships, varying from string

variations (e.g. books - Book), synonyms and taxonomic ancestors to broader classes of

semantic relations (e.g. justice - SupremeCourtOfTheUnitedStatesCase, Judge). The

fine grained semantic nature of the search approach is exemplified in the queries bass

and bassist, where the closest related concept Instrument is highly ranked in the bass

query. For the query bassist the closest related concept musician is highly ranked.

These examples demonstrate the reasoning-like behaviour of the semantic approximation
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Query: [airplane]

dbpedia-ontology:Aircraft (score = 0.1146)

dbpedia-ontology:aircraftAttack (score = 0.1097)

dbpedia-ontology:flyingHours (score = 0.1008)

dbpedia-ontology:aircraftTransport (score = 0.0876)

dbpedia-ontology:aircraftPatrol (score = 0.0738)

dbpedia-ontology:aircraftHelicopterTransport (score = 0.0709)

dbpedia-ontology:aircraftHelicopter (score = 0.0706)

Query: [gun]

dbpedia-ontology:Weapon (score = 0.0910)

dbpedia-ontology:shipBeam (score = 0.0662)

dbpedia-ontology:Ship (score =   0.0562)

dbpedia-ontology:militaryCommand (score = 0.0542)

dbpedia-ontology:Aircraft (score = 0.0532)

dbpedia-ontology:field (score = 0.0523)

dbpedia-ontology:aircraftAttack (score = 0.0509)

dbpedia-ontology:aircraftTransport (score = 0.0470)

Query: [bass]

dbpedia-ontology:musicalBand (score = 0.0962)

dbpedia-ontology:discoverer (score = 0.0721)

dbpedia-ontology:discovered (score = 0.0721)

dbpedia-ontology:Instrument (score = 0.0621)

dbpedia-ontology:instrument (score = 0.0621)

dbpedia-ontology:Band (score = 0.0597)

dbpedia-ontology:associatedBand (score = 0.0597)

dbpedia-ontology:band (score = 0.0597)

Query: [bassist]

dbpedia-ontology:musicians (score = 0.1743)

dbpedia-ontology:lounge (score = 0.0886)

dbpedia-ontology:maidenFlight (score = 0.0685)

dbpedia-ontology:billed (score = 0.0684)

dbpedia-ontology:winsAtAus (score = 0.0632)

dbpedia-ontology:maidenFlightRocket (score = 0.0569)

dbpedia-ontology:musicComposer (score = 0.0509)

dbpedia-ontology:Instrument (score = 0.0484)

Query: [wife]

dbpedia-ontology:monarch (score = 0.0804)

dbpedia-ontology:Monarch (score = 0.0804)

dbpedia-ontology:spouse (score = 0.0764)

dbpedia-ontology:timeZone (score = 0.0707)

dbpedia-ontology:person (score = 0.0610)

dbpedia-ontology:Person (score = 0.0610)

dbpedia-ontology:personName (score = 0.0610)

dbpedia-ontology:foundingPerson (score = 0.0602)

Figure 7.9: Set of example queries over the DBpedia vocabulary and top-8 results.

behavior which is supported by distributional semantic search. Some of the queries allow

the verification of the semantic conjunction behavior where multiple keywords should

match the closest related concept for the conjunction of keyword concepts, instead of

returning disjoint matches for each keyword query. Figure 7.11 exemplifies this behavior

using the queries engine and car engine and the list of associated rankings.

Additionally, one characteristic which is not fully expressed in the comparative evalu-

ation measures is the fact that the proposed approach provides a more comprehensive

exploratory search behaviour, allowing users to have a better understanding of the con-

ceptual coverage of the elements on the vocabularies.
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Query: [books]

dbpedia-ontology:Book (score = 1.0)

dbpedia-ontology:publisher (score = 0.1168)

dbpedia-ontology:ComicsCharacter (score = 0.1038)

dbpedia-ontology:ComicsCreator (score = 0.0867)

dbpedia-ontology:editing (score = 0.0685)

dbpedia-ontology:author (score = 0.0602)

dbpedia-ontology:currentRecord (score = 0.0508)

dbpedia-ontology:address (score = 0.0493)

Query:  [navy]

dbpedia-ontology:Ship (score = 0.1519)

dbpedia-ontology:Lieutenant (score = 0.0940)

dbpedia-ontology:lieutenant (score = 0.0940)

dbpedia-ontology:lieutenancyArea (score = 0.0933)

dbpedia-ontology:Continent (score = 0.0789)

dbpedia-ontology:militaryBranch (score = 0.0744)

dbpedia-ontology:reservations (score = 0.0711)

dbpedia-ontology:command (score = 0.0662)

Query:  [velocity]

dbpedia-ontology:acceleration (score = 0.3111)

dbpedia-ontology:AutomobileEngine/acceleration (score = 

0.3111)

dbpedia-ontology:Planet/averageSpeed (score = 0.2244)

dbpedia-ontology:averageSpeed (score = 0.2244)

dbpedia-ontology:AutomobileEngine/topSpeed (score = 0.2149)

dbpedia-ontology:topSpeed (score = 0.2149)

dbpedia-ontology:relative (score = 0.1395)

rdfs:22-rdf-syntax-ns#object (score = 0.1340)

Query: [justice]

dbpedia-ontology:SupremeCourtOfTheUnitedStatesCase (score = 

0.329)

dbpedia-ontology:Judge (score = 0.129)

dbpedia-ontology:showJudge (score = 0.1277)

dbpedia-ontology:chiefEditor (score = 0.0934)

dbpedia-ontology:appointer (score = 0.0868)

dbpedia-ontology:Criminal (score = 0.0850)

dbpedia-ontology:department (score = 0.0691)

dbpedia-ontology:retired (score = 0.0578)

Query: [king]

dbpedia-ontology:Monarch (score = 0.216)

dbpedia-ontology:monarch (score = 0.2162)

dbpedia-ontology:kingdom (score = 0.0786)

dbpedia-ontology:title (score = 0.0539)

dbpedia-ontology:headteacher (score = 0.0490)

dbpedia-ontology:actingHeadteacher (score = 0.0465)

dbpedia-ontology:appointer (score = 0.0459)

dbpedia-ontology:executiveHeadteacher (score = 0.04357)

Figure 7.10: Additional set of example queries over the DBpedia vocabulary and
top-8 results.
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Query: [engine]

dbpedia-ontology:engineer (score = 1.0)

dbpedia-ontology:engine (score = 1.0)

dbpedia-ontology:engineType (score = 0.7174)

dbpedia-ontology:gameEngine (score = 0.6452)

dbpedia-ontology:principalEngineer (score = 0.5306)

dbpedia-ontology:cylinderCount (score = 0.1784)

dbpedia-ontology:cylinderBore (score = 0.17584)

dbpedia-ontology:AutomobileEngine/cylinderBore (score = 0.17584)

dbpedia-ontology:pistonStroke (score = 0.12070)

dbpedia-ontology:AutomobileEngine/pistonStroke (score = 0.12070)

dbpedia-ontology:AutomobileEngine (score = 0.10195)

Query: [car engine]

dbpedia-ontology:carNumber (score = 0.38506)

dbpedia-ontology:AutomobileEngine (score = 0.15942)

dbpedia-ontology:layout (score = 0.12297)

dbpedia-ontology:cylinderBore (score = 0.10015)

dbpedia-ontology:AutomobileEngine/cylinderBore (score = 0.10015)

dbpedia-ontology:cylinderCount (score = 0.0965)

dbpedia-ontology:engineer (score = 0.0944)

dbpedia-ontology:engine (score = 0.0944)

dbpedia-ontology:displacement (score = 0.0921)

dbpedia-ontology:AutomobileEngine/displacement (score = 0.0921)

dbpedia-ontology:secondDriver (score = 0.0876)

Figure 7.11: Example of the conjunction of two predicates.

7.5.4 Quantitative Analysis

The quantitative part of the evaluation measures the quality of the approach under the

scope of the motivations and requirements for terminological search. The first measure,

% of queries correctly answered with semantically related terms, evaluates the percentage

of queries which are answered with resources which are closely semantically related. The

results show that the distributional semantics search approach answers 92.25%

of the 143 queries with semantically related terms. Average precision@k is defined as

the number of closely related terms in the top-k semantically related results over the

number of returned results. The approach presents high average precision, which is kept

along the top-5 and top-10 results (avg. p@5=0.732, avg. p@10=0.691). Mean

reciprocal rank (MRR) measures the ranking quality by calculating the inverse of the

rank of the best result (for an extensive discussion see Chapter 9). In the case of the

list of semantically related results the best-result is defined as the closest semantically

related concept and not as the top related ranked result. The final MRR value shows

that the quality of the ranking is high (MRR=0.646) where, in average, most of best

results are located on the first or second positions. Table 7.3 summarizes the results.

In order to provide a comparative baseline for the approach, the same vocabulary was

indexed using a TF/IDF index which, under the minimum description assumption of the

experiments, worked essentially as a simple stemming-based search. A second baseline
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# of queries an-
swered

avg. p@5 avg. p@10 mrr

92.25 0.732 0.691 0.646

Table 7.2: Evaluation metrics for the ESA-based terminology-level semantic search.

Approach # of queries an-
swered

ESA 92.25%
String matching 45.77%
WordNet QE 52.48%

Table 7.3: Comparative analysis of the number of queries answered in relation to two
baselines: (i) string matching (stemming) and (ii) WordNet query expansion.

was generated using a WordNet-based query expansion. The results show that the dis-

tributional approach largely outperforms the string search and the WordNet-based query

expansion approach, where the first (simple term search) baseline answers 45.77%

of the queries and the second (term search + WordNet query expansion) base-

line answers 52.48% of the queries, compared to 92.25% for the distributional

ESA approach.

7.5.5 Analysis of the Distributional Space Dimensionality

Figure 7.12 depicts the growth of the dimensionality of the distributional vector space.

For 1,610 predicates the final dimensionality of the space is around 30,000. The growth

of the dimensionality of the space is linear with the number of indexed resources. With

the increase of the number of properties the growth rate tends to reduce due to the

overlap of dimensions between different distributional vectors. For this example, the

dimensionality of the space corresponds to 37.2 % of the number of dimensions for all

the vectors (overlap of 62.8 %).

7.6 Semantic Differential Analysis

Semantic models capture the semantic relationships between different concepts. In DSMs

all semantic associations are 1-level relationships and the degree of semantic association

is defined as a distance measure between the vector representations. The understanding

of the relationship between the value ranges associated with the distance measures in a

specific distributional semantic model and the semantic proximity between two concepts

is fundamental to the use of DSMs for semantic approximation tasks. In the context

of semantic search, the semantic vector distance, i.e. the semantic relatedness score, is
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Figure 7.12: Growth in the dimensionality of the space by the distributional semantic
model.

Figure 7.13: Possible nominal classification systems for the semantic relatedness val-
ues.

used as a ranking function, which represents the semantic proximity between query and

database elements.

For different semantic models, the semantic relatedness value ranges can be mapped into

different nominal values which define the degree of semantic relatedness between two

terms. Figure 7.13 shows three possible classification systems for semantic relatedness

values. The definition of nominal values for semantic relatedness facilitates the inter-

pretation and use of the value. Figure 7.13 (2) is the classification system adopted in

this work. The score 1.0 represents an identical matching, followed by three categories:

strongly semantic related, semantically related, semantically unrelated. The semantic

threshold filter defines the the cut-off between semantic related and semantic unrelated.

A semantic threshold filter can be also applied to the transition between different se-

mantic relatedness categories.

In this section a methodology is described for the definition of the semantic relatedness

value ranges. Each combination of DSM, reference corpora and application scenario

defines the classification system and the specific range values.

The determination of the filtering threshold can be performed by analyzing the behaviour

of the derivative of the function defined by the ranked list of semantic relatedness value

(Figure 7.14). This analysis, called in the context of this work semantic differential
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Figure 7.14: Semantic relatedness scores for sample query-vocabulary matches.

analysis, aims at understanding the behavior of the semantic relatedness vs. ranking

position function to define the mapping to the nominal classification.

Two methods are proposed in this work:

• Unsupervised: Consists of the automatic detection of a discontinuity in the ranked list

of semantic relatedness value. A semantic gap is a higher deviation in the derivative

value between two consecutive ranked items. This method can be dynamic, where the

threshold value is detected independently for each ranked list, or static, where the gap

is defined over a finite set of ranked lists.

• Supervised: Consists in the manual definition of a training set for the categorization of

a set of ranked list of results, where terms in the list are classified according to the set

of nominal categories. The training set is used to define an average model for the set of

fixed thresholds which maximize the discrimination of the nominal categories.

The semantic differential analysis is described below and it has the goal of defining an

unsupervised method.

This analysis can support the detection of a semantic gap between highly semantically

related resources and the top average non-related terms. The distribution of the top-20

(non-filtered) semantic relatedness scores for 4 queries + the average of the scores for

all 143 queries is depicted on Figure 7.14.

Figure 7.15 shows the symbols that are used to describe the main concepts of the se-

mantic differential model, depicting a ranked list of results, where Sk represents the
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δSmax

δSk,k+1
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Figure 7.15: Depiction of the elements of the semantic differential model over a ranked
list of results.

Measure Value

Avg. Semdiff (δS) 0.006523
Avg. Maximum Semdiff (δSmax) 0.281752

Avg. Maximum Relatedness Value (Smax) 0.452145
Avg. Relatedness Value: Top Semdiff Extreme (S⊤

n ) 0.417370
Avg. Relatedness Value: Bottom Semdiff Extreme (S⊥

n+1) 0.135618
% of Top Semdiff Extreme (S⊤

n ) ≥ 0.1 81%
0.09 ≤ % of Top Semdiff Extreme (S⊤

n ) < 0.1 4%
0.07 ≤ % of Top Semdiff Extreme (S⊤

n ) < 0.09 8%
% of Top Semdiff Extreme (S⊤

n ) < 0.07 7%
% of Bottom Semdiff Extreme (S⊥

n+1) ≥ 0.1 44%
0.09 ≤ % of Bottom Semdiff Extreme (S⊥

n+1) < 0.1 9%
0.07 ≤ % of Bottom Semdiff Extreme (S⊥

n+1) < 0.09 18%
% of Bottom Semdiff Extreme (S⊥

n+1) < 0.07 29%

Table 7.4: Measures and distribution for the elements semantic differential analysis.

relatedness values associated with the k+1 ranked concept, S0 is the maximum relat-

edness value, δSk,k+1 the semantic differential between two adjacent ranked concepts,

δSmax is the maximum semantic differential in the unfiltered ranked list and S⊤n , S
⊥
n+1

are respectively the top and bottom relatedness values of δSmax.

Table 7.4 shows the values and the distribution of the elements of the semantic differential

model for the full (unfiltered) query/result set. Queries with literal string matching

approach semantic relatedness scores close to 1 (the maximum value). On the average,

high conceptually related matching happens on the range between 0.5 and 0.1. The

average size of the maximum semantic differential is significantly larger than the average

semantic differential, showing a clear discriminative nature for the relatedness score.

Most of δSmax values are located above 0.1. This is confirmed by the distribution of S⊤n ,

S⊥n+1 which also shows that very few δSmax fall below 0.07. The range 0.1 to 0.07 still

represents a significant range for semantically related concepts.
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The final threshold t(S) is defined as:

t(S) =

{

S⊥n+1 if S⊤n > 0.1 and S⊥n+1 > 0.07

0.07 if S⊥n+1 < 0.07

The semantic differential analysis defines a threshold criteria for the relatedness scores.

The specific values which define the threshold are specific to ESA and to the corpora used

and it is likely that these values will differ for other corpora and distributional models.

The main contribution of the differential analysis proposed here is the definition of a

principled differential semantic model and threshold determination methodology which

can be reused in different distributional models.

7.7 Chapter Summary

This chapter described the distributional semantic search approach in which the dis-

tributional semantic relatedness measure is used as a ranking function. The semantic

differential approach for the determination of the semantic relatedness-based ranking

threshold is introduced, supporting the filtering of unrelated results. The semantic

search is evaluated for an open domain terminology-level search scenario, achieving a

substantial query coverage improvement when compared to WordNet-based query ex-

pansion and simple string-based matching (simple term search baseline answers

45.77% of the queries and the term search + WordNet query expansion base-

line answers 52.48% of the queries, compared to 92.25% for the distributional

ESA approach). Associated publications to this chapter are [222, 223].



Chapter 8

The Schema-agnostic Query

Processing Approach

“... computer science is rife with

phenomena whose understanding

requires close attention to the

interaction between language and

structure.”

Scott Weinstein, Finite Model Theory

and Its Applications

8.1 Introduction

The semantic model expressed in the τ−Space which was introduced in Chapter 6 serves

as the basis for the construction of the schema-agnostic query approach. While the

τ − Space corresponds to the distributional knowledge representation model, the query

processing approach provides the compositional-distributional component which uses the

τ − Space model to match query with the elements in the database conceptual model

and the set of database operations, working as a query-database semantic matching

algorithm.

The query processing approach has the objective of providing a mapping m(Q,DB)

between the query terms 〈q0...qn〉 ∀qi ∈ Q and E elements in the database DB. This

mapping defines an interpretation of the query Q under a database DB and the dis-

tributional model DSM . The interpretation process aims at minimizing the impact of

ambiguity, vagueness and synonymy between Q and DB.

213
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Figure 8.1: High-level workflow of the steps of the query processing approach.

This chapter describes the schema-agnostic query processing approach and it is organised

as follows: Section 8.2 provides an overview and high-level perspective of the components

involved in the schema-agnostic query approach; Section 8.4 describes the SPARQL

semantics which serves as a functional reference for the schema-agnostic query; Section

8.5 describes the query analysis component of the approach; Section 8.6 describes the

schema-agnostic query processing approach and algorithm, which provides a detailed

account of the query-processing model. Finally, Section 8.7 describes the implementation

of the schema-agnostic Treo system which is used to evaluate the approach.

8.2 Overview of the Schema-Agnostic Query Approach

The query processing approach defines a set of semantic search, entity composition and

solution modifier operations over the τ−Space. The τ−Space is built for a given dataset

during indexing time. In this section the core query processing workflow is described.

The combination of the τ − Space representation with the query processing defines the

schema-agnostic query model.

Figure 8.1 shows the high level elements and components of the query processing work-

flow. The query processing workflow starts with the analysis of the natural language

query, from which a set of query features and a semi-structured query representation is

extracted (step 1). After the query is analyzed, a query processing plan is generated,

which maps the set of query features and the semi-structured query into a set of search,

entity composition and solution modifiers operations (step 2) over the data graph em-

bedded into the τ − Space. These operations define the semantic matching between

the query and the data, using the distributional semantic vector representation. The

processed query returns the set of results from the τ − Space (step 4).
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8.3 Principles of the Schema-agnostic Query Approach

In order to build the schema-agnostic query mechanism, four main guiding principles

are employed:

1. Approximate query model: The proposed approach targets semantically approxi-

mate solutions. Instead of expecting the query mechanism to return exact results as in

structured database queries, this work focuses on the highly semantically related results,

which can be later filtered by the data consumer. However, an explicit requirement in

the construction of an approximate approach for queries over structured data is the

conciseness of the answer set, where more selective results are targeted, instead of an

exhaustive ranked list of results (as in search engines).

2. Use of distributional semantic relatedness measures to match query terms

to dataset terms: Distributional semantic relatedness and similarity measures allow

the computation of a measure of semantic proximity between two natural language

terms. While semantic similarity measures are constrained to the detection of a reduced

class of semantic relations, and are mostly restricted to compute the similarity between

terms which are nouns, semantic relatedness measures are generalized to other types of

semantic relations and terms from different lexical categories. This makes them more

robust to the heterogeneity dimensions of the vocabulary gap. The use of comprehensive

knowledge sources allows the creation of a high coverage distributional semantic model.

3. Context-based semantic matching: Consists of the prioritization of the matching of

query terms which are less bound to the ambiguity, vagueness and synonymy conditions,

using the first alignments as contextual constraints (semantic pivots) and reducing the

dimensionality of the matching configuration space and the uncertainty and performance

problems associated with it.

4. Query-dataset compositional correspondence: The compositional model is given

by two types of correspondence: (i) Part-of-Speech - Entity Type (Data Model category)

Correspondence (ii) Query Syntactic structure (Phrase structure/Dependencies between

phrasal heads) - Subject-Predicate-Object-Context (S-P-O-C) Correspondence.
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8.4 SPARQL Semantics

8.4.1 Motivation

SPARQL is a structured query language for RDF(S). Users querying a structured dataset

with schema-agnostic queries expect to find a similar set of operations to the ones pro-

vided by the structured query language associated with the data model. This section

introduces the SPARQL query language in order to provide a basis of discussion for

the operations over the τ − Space. In this section the basic elements of a query over an

RDF(S) graph are defined. The definitions are based on the SPARQL specification [224].

To define the graph navigation, compositional patterns and the solution modifiers, the

SPARQL specification notation is followed [224], SPARQL Algebra [225], Perez [226]

and Hartig’s formalisation [227] is used in the definition of a SPARQL iterator based

query mechanism over the Linked Data Web.

8.4.2 Basic Definitions

Given a data source DB, a query consists of a graph pattern which is matched against

the DB, and the values obtained from this matching are processed to give the answer.

The data source DB to be queried can be composed of multiple sources. In SPARQL,

a query consists of three parts:

• Graph Pattern: Contains the structural part of the query. In SPARQL this maps to

the graph patterns and the composition of OPTIONAL, UNION and FILTER operators.

• Solution Modifiers: Allows the modification of the result set by applying operators

like projection, distinct, order, limit, and offset.

• Query Form: Maps to query types, which define different outputs: YES/NO, SELECT,

ENTITY DESCRIPTION.

The correspondence between natural language and SPARQL query forms is given below:

• SELECT: Returns all, or a subset of, the variables bound in a query pattern match.

• YES/NO: Returns a boolean indicating whether a query pattern matches or not. Maps

to ASK queries in SPARQL.
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• ENTITY DESCRIPTION: Returns an RDF(S) graph that describes the resources

found. Maps to DESCRIBE in SPARQL.

In the scope of this work, we will not investigate the corresponding schema-agnostic

mechanism for SPARQL CONSTRUCT query form (which returns an RDF(S) graph

constructed by substituting variables in a set of triple templates).

The definitions below, based on [224], [225], [226] and [227], define the core constructs

of a SPARQL query:

Definition 8.1 (Definition Abstract Query). An abstract query is a tuple (E,DS,R)

where: E is a query algebra expression, DS is an RDF(S) Dataset and R is a query

form.

Definition 8.2 (RDF Term). Let I be the set of all IRIs. Let RDFL be the set of all

RDF Literals. Let RDFB be the set of all blank nodes in RDF graphs. The set of RDF

Terms, RDF − T , is I ∪RDFL ∪RDFB.

Definition 8.3 (RDF Dataset). An RDF dataset is a set: G, (< u1 >,G1), (< u2 >,G2),

...(< un >,Gn) where G and each Gi are graphs, and each < ui > is an IRI. Each < ui >

is distinct. G is called the default graph. (< ui >,Gi) are called named graphs.

Definition 8.4 (Active Graph). The active graph is the graph from the dataset used

for basic graph pattern matching.

Definition 8.5 (Query Variable). A query variable is a member of the set V , where V

is infinite and disjoint from RDF − T .

Definition 8.6 (Triple Pattern). A triple pattern is member of the set: (RDF T∪ V) x

(I ∪ V) x (RDFT∪ V)

Definition 8.7 (Basic Graph Pattern). A basic graph pattern is a set of triple patterns.

Definition 8.8 (Multiset). When matching graph patterns, the possible solutions form

a multiset. A multiset is an unordered collection of elements in which each element may

appear more than once. It is described by a set of elements and a cardinality function

giving the number of occurrences of each element from the set in the multiset.

Definition 8.9 (Solution Mapping). A solution mapping is a mapping from a set of

variables to a set of RDF terms which is a partial function µ : V → T . For a triple

pattern t, µ(t) is the triple obtained by replacing the variables in t according to µ. The

domain of µ, dom(µ), is the subset of V where µ is defined.

Definition 8.10 (Compatible Mappings). Two mappings µ1 and µ2 are compatible

when for all x ∈ dom(mu1) ∩ dom(µ2), it is the case that µ1(x) = µ2(x).
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Definition 8.11 (Filter). Let Ω be a multiset of solution mappings and expr be an

expression. Given a mapping µ and a built-in condition R, then µ satisfies R, denoted

by µ |= R, if:

Ω FILTER R = {µ|µ ∈ Ω ∧ expr(µ) = true}

Definition 8.12 (Join). Let Ω1 and Ω2 be multisets of solution mappings. We define:

Ω1 ⊲⊳ Ω2 = µ1 ∪ µ2|µ1 ∈ Ω1 ∧ µ2 ∈ Ω2µ1 ∧ µ2 are compatible}

Definition 8.13 (Difference). Let Ω1 and Ω2 be multisets of solution mappings. We

define:

Ω1 \ Ω2 = {µ ∈ Ω1|∀µ
′ ∈ Ω2}

where either µ and µ′ are not compatible.

Definition 8.14 (Left Join). Let Ω1 and Ω2 be multisets of solution mappings and expr

be an expression. We define:

Ω1 ⊲⊳ Ω2 = (Ω1 ⊲⊳ Ω2) ∪ (Ω1 \ Ω2)

Definition 8.15 (Union). Let Ω1 and Ω2 be multisets of solution mappings. We define:

Ω1 ∪ Ω2 = {µ|µ ∈ Ω1 ∨ µ ∈ Ω2}

Definition 8.16 (Evaluation). Let D be an RDF dataset over T , t a triple pattern and

P1, P2 graph patterns. Then the evaluation of a graph pattern over D, denoted by [[]]D,

is defined recursively as follows:

[[t]]D = {µ|dom(µ) = var(t) ∧ µ(t) ∈ D}

[[(P1 AND P2)]]D = [[P1]]D ⊲⊳ [[P2]]D

[[(P1 OPT P2)]]D = [[P1]]D ⊲⊳ [[P2]]D

[[(P1 UNION P2)]]D = [[P1]]D ∪ [[P2]]D
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Graph Pattern Solution Modi-
fiers

BGP ToList
Join OrderBy
LeftJoin Project
Filter Distinct
Union Reduced
Graph Slice

Table 8.1: Graph Patterns & Solution Modifiers

[[(P FILTER R)]]D = {µ ∈ [[P ]]D|µ |= R}

where var(t) is the set of variables occurring in t.

The next section details how the strategies described above are implemented in a query

approach over RDF data.

A SPARQL graph pattern expression is defined as follows:

1. A tuple from (IL ∪ V )× (I ∪ V )× (IL ∪ V ) is a graph pattern (a triple pattern).

2. If P1 and P2 are graph patterns, then expressions (P1 AND P2), (P1 OPT P2), and

(P1 UNION P2) are graph patterns.

3. If P is a graph pattern and R is a SPARQL built-in condition, then the expression

(P FILTER R) is a graph pattern.

A SPARQL built-in condition is built using elements of the set V ∪ IL and constants,

logical connectives (¬,∧,∨), inequality symbols (e.g. <, ! =, >), the equality symbol

(=), unary predicates (e.g. bound, isBlank, and isIRI).

The definitions above provide the main elements and abstraction behind the SPARQL

query language. These elements are used both as: (i) a set of requirements on the ex-

pressivity that should be supported by schema-agnostic queries and (ii) key abstractions

which are shared among the description of the proposed schema-agnostic query approach

and SPARQL. The next sections introduce the elements of the proposed schema-agnostic

query approach, including the query analysis and the query processing approaches.



Chapter 8. The Schema-agnostic Query Processing Approach 220

8.5 Query Analysis

8.5.1 Motivation

The query analysis step consists of analyzing the schema-agnostic query into a set of

semantic features and a structured query representation which supports syntactic/struc-

tural and vocabulary approximation. While the term ‘Question Analysis’ has been used

in the context of QA, this work focuses on an abstraction which can be applied both

to the natural language scenario (as in QA) but also that could be inherited by other

schema-agnostic query scenarios, such as structured schema-agnostic queries, i.e. queries

under a structured query syntax in which the user is abstracted from the database

schema.

8.5.2 Query Representation

The query analysis process consists of the analysis of the schema-agnostic query input

(in particular in the natural language query scenario), and the transformation of the

original input query into a structured query representation & feature set which can be

later used by the query processing approach. The structured query representation aims

at providing a representation of the original query which is closer to the structured data

model, also explicitly defining the core semantic query features present in the query.

Differently from existing works in the NLI space, this work does not focuses on providing

a final SPARQL query output which is used as the basis for the query answering.

The query analysis outputs the following categories and abstractions:

• Partial ordered dependency structure (PODS): Consists of the set of entities con-

nected by syntactic dependencies extracted from the schema-agnostic query in a graph

format. The PODS representation targets mapping a lightweight syntactic structure

which facilitates syntactic approximations.

• Entity type patterns: Consists of the typing of the core entities in the query according

to their possible entity type (data model category): instances, classes, properties and

complex classes and operators.

• Functional Operators: Maps the classification of terms related to database operations

which are referred in the query. Possible operations are:

– Count
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– Conditional operators: Inequality/equality operators.

– Ordering

– Ranking

• Logical Operators: Maps to logical operators which are referred in the query.

– AND

– OR

• Query Types: Classifies the queries according to the possible data model elements

types & operators present in the query.

– Queries with instances references

– Queries with classes/complex classes references

– Queries with operators references

– Queries with constraint composition (path queries, conjunction & disjunction operators).

• Question Type: Classification of the basic query types supported by the approach.

– Factoid: “Who is the wife of Barack Obama?”.

– List: “Give me all cities in the US with less than 10000 inhabitants.”.

– Definition: “Who was Tom Jobim?”.

– Relationship: “What is the connection between Barack Obama and Indonesia?”.

– Superlative: “What is the highest mountain?”.

– Yes-No: “Was Margaret Thatcher a chemist?”.

– Aggregation: “How many states are there in the United States of America?”.

• Answer Type: The class of object sought by the question.

– Person: (from “Who ”)
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– Place: (from “Where ”)

– Process & Method: (from “How ”)

– Date/Time: (from “When ”)

– Number: (from “How many ”)

• Question Focus: Is the property or entity that is being sought by the question.

Examples: “In which city was Barack Obama born?”, “What is the population of

Galway?”.

• Question Phrase: Contains the part of the question that says what is being asked.

– Wh-words (“who”, “what”, “which”, “when”, “where”, “why”, and “how”)

– Wh-words + nouns, adjectives or adverbs: (“which party ...”, “which actress ...”, “how

long ...”, “how tall ...”)

Despite targeting examples focusing on natural language queries, the categories and

abstractions previously described can be generalized to other schema-agnostic query

scenarios.

Most of the categories and abstractions described above are present in different NLI

systems over structured and unstructured data. The combination of the lightweight

syntactic representation (partial ordered dependency structure (PODS)), the entity type

patterns and query types instead of a more rigid predicate-argument structure is a specific

contribution of this work.

Along the chapter two queries, are used to demonstrate the approach:

• Query example I: ‘Who is the daughter of Bill Clinton married to?’

• Query example II: ‘What is the highest mountain?’

These queries were selected by their difference in terms of query processing strategy.

Figure 8.2 and Figure 8.3 shows the set of query features associated with the two example

queries used through this chapter.

In the next sections the steps involved in the Query Analysis are described.
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Bill Clinton daughter married toPODS

(INSTANCE) (PREDICATE) (PREDICATE)

Entity Type Triple Pattern

Question Focus

(PERSON)

Answer Type

Question Type: Factoid

Question Type: 
- Queries with instances references
- Queries with constraint composition (path query)

Natural language query: Who is the daughter of Bill Clinton married to?

Figure 8.2: Example of the query analysis output for the query: ‘Who is the daughter
of Bill Clinton married to?’.

Mountain highest

(CLASS) (OPERATOR)

PODS:

Query
Features: 

(SORT, TOP_MOST)

Functional 
Operators

Question Focus

Entity Type Triple Pattern

Natural language query: What is the highest mountain?

Question Type: Superlative

Question Type: 
- Queries with classes/complex classes reference
- Queries with operators references

Figure 8.3: Example of the query analysis output for the query: ‘What is the highest
mountain?’.

8.5.3 Query Analysis Steps

8.5.3.1 Overview

This section describes how the structured query representation & feature set is deter-

mined from the schema-agnostic query.

The query analysis workflow consists of the following components (Figure 8.4):

• Query Parsing

• Entity Recognition & Classification
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Figure 8.4: Components of the query analysis.

• Core Entity Identification

• Query Transformation

Each query analysis step is described in the following sections.

8.5.3.2 Query Parsing

The query analysis starts by parsing the natural language query. Two types of parsing

are applied:

• Part-of-speech (POS) Tagging: POS tagging is the process of marking up a word in

a text as corresponding to a particular part-of-speech(POS) (lexical or word category),

based on its definition and its context, i.e. relationship with adjacent words in a phrase,

sentence, or paragraph. This work uses POS Tags to detect compound nominals, to

determine the classification of entity types. Particularly, this work uses the maximum

entropy POS tagger described in [228, 229]. The accuracy of the tagger on the Penn

Treebank is 96.86% overall and 86.91% on previously unseen words. An example of POS

Tagging for the example query can be found in Figure 8.5.

• Dependency parsing: Dependency grammars can be traced back to the work of the

Sanskrit grammarian Panini several centuries B.C. before the common era [230]. How-

ever, the work of Tesniere [231] is usually considered the starting point of the modern

tradition of dependency grammars [230]. The basic assumption behind dependency

grammars is that syntactic structures consist of lexical elements linked by binary asym-

metrical relations called dependencies [230]. This implies the absence of phrasal nodes in

the syntactic structure. According to [232] and [233] the core advantages of dependency

grammars are associated to the fact that “dependency links are close to the semantic
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Who is the daughter of Bill Clinton married to?

WP  VBZ  DT        NN        IN    NNP  NNP VBN    TO ?

dep

det

auxpass

nsubjpass

prep nn

pobj

xcomp

POS Tags

Dependency 

Structure

Query

Figure 8.5: Example of the query POS Tagging and dependency parsing.

Who is the [daughter]1 of [Bill Clinton]2 [married to]3 ?

What is the [[highest]1 [mountain]2]3 ?

Figure 8.6: Example of the entity recognition for the query.

relationships needed for the next stage of interpretation.” [232] and “the dependency tree

contains one node per word. Because the parsers job is only to connect existing nodes,

not to postulate new ones, the task of parsing is in some sense more straightforward.

[...]”

8.5.3.3 Entity Recognition & Classification

After the query is parsed, the entities in the query are recognized and classified ac-

cording to the entity types that they probably match in the data: instances, classes,

properties, complex classes and operators. Complex classes refer to the specification

of classes with more than two words used as a descriptor (e.g. ‘HostCitiesOfTheSum-

merOlympicGames’). Additionally, terms mapping to functional and logical operations

are also identified. While the lexical and structural variation for dataset elements is

large, the vocabulary for typical database operations can be enumerated in a lexicon of

operations Op.

The entity recognition step starts with the question segmentation step which uses rules

which map part-of-speech and dependency relations into groups of words. This step

consists of the phrasal segmentation (chunking) of the question string. This is done

by the identification of the head nodes in the dependency structure and by aggregating

their modifiers. The output for this step is a set of entity candidate terms which describe

different possible combinations for the words in the query (different ways to segment the

query). Figure 8.6 depicts the entity recognition output for the example query.

The entity classification step consists of a rules-based classifier which maps the POS Tag

patterns into entity types & operators (instance, property, class, complex class, value,
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Who is the [daughter]1 of [Bill Clinton]2 [married to]3 ?

What is the [[highest]1 [mountain]2]3 ?

Entity Types:

Entity Types:

 [daughter]1 : (PREDICATE)

 [Bill Clinton]2 : (INSTANCE)

 [married to]3 : (PREDICATE)

 [highest]1 : (OPERATOR) - (SORT, TOP_MOST) 

 [mountain]2 : (CLASS)

 [highest mountain]3 : (CLASS)

Figure 8.7: Example of the entity classification for the query.

operator). The classifier takes into account POS Tags and adjacent dependency relations

for the classification of the entity types. Operators and their associated parameters are

also classified in this step. Figure 8.7 shows examples for the entity classification step.

8.5.3.4 Core Entity Identification

This step consists of the identification of the core entity in the query. The core entity is

defined as the entity in the query which will be first aligned to the dataset, generating

the semantic pivot. This step is related to the semantic resolution ordering, in which

terms which are less bound to the ambiguity, vagueness, synonymy (AVS) conditions

are resolved first and are used as a context mechanism to improve the probability of a

correct semantic matching.

Two types of heuristics are used to determine the core entity:

POS-Tag based priority

Named entities define people, places, organisations, events, among others, and usually

map to instances in RDF(S). Due to their lower propensity to the AVS conditions, proper

nouns have the highest semantic matching priority in the query process.

Predication entities provide the description of sets (common/notable categories) and

relations and map to classes, predicates and complex classes in RDF(S). The remaining

lexical categories for predication entities are Nouns, Verbs, Adjectives, Adverbs and

their combination.

The priority of lexical categories can be summarized as follows:

priority(ProperNoun) > priority(Noun) > priority(V erb) > priority(Adjective) >

priority(Adverb).
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Core Entity:

Core Entity:

 [Bill Clinton] : (INSTANCE)

 [mountain] : (CLASS)

 [highest mountain]: (CLASS)

Figure 8.8: Determination of the core entities for the two example queries.

The priorities for multi-word expressions can be composed using the priorities of the

independent lexical categories, e.g. priority(Noun + Noun) > priority(Adjective +

Noun) > priority(Adjective).

Figure 8.8 depicts two examples where for the first query a proper noun (Bill Clinton)

is selected as the core entity following the above criteria. In the second example, two

possible core entities candidates are selected: mountain, highest mountain.

Specificity-based priority

In case there are more than one core entity selected in the query, for example two

disjoint nouns (e.g. ‘Who were the astronauts which were women?’ ) or proper nouns

(e.g. ‘Which films starred Julia Roberts and Richard Gere?’ ), specificity heuristics are

used to select the core entity. The core rationale behind the application of specificity-

based measures is to determine how specific a term is in relation to a reference corpora.

Following results derived from Zipf’s law [234], the number of senses associated with a

word is correlated to its frequency in a reference corpus. The more specific a word, the

smaller the number of contexts it occurs and less bound to the AVS conditions. In this

work, inverse document frequency (IDF) is used as a heuristic specificity measure [191].

Definition 8.17 (Inverse Document Frequency (IDF)). Let nki be the number of doc-

uments containing the term ki and N the total number of documents in a reference

corpora RC. The inverse document frequency for the term ki is given by:

idfi = log
N

nki
(8.1)

Definition 8.18 (Specificity Ordering). Let q be a query with its associated entities

and predicates candidates, denoted by q0, q1, ..., qn. The query entities can be ordered

into a sequence of query terms < q′0, q
′
1, · · · , q

′
n > using a heuristic measure of specificity

hspecificity from the most specific to the less specific, that is, ∀i ∈ [0, n], hspecificity(q
′
i) ≥

hspecificity(q
′
i+1), such that the query syntactic constraints are satisfied.
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Term IDF
neustadt 3.337
keynes 2.938
computing 2.025
concert 1.799
bridge 1.596
child 1.482
records 1.119
town 1.044

Table 8.2: Examples of IDF values a over Wikipedia 2013 corpus. The more specific
words have higher IDF values.

8.5.3.5 Query Transformation

This step transforms the natural language query into a lightweight syntactic structure

aiming at maximizing the vocabulary and syntactic matching between the query struc-

ture and the dataset structure. The dependency structures are used together with the

POS Tags to define the partial ordered dependency structures (PODS).

The query parsing module builds a PODS by taking as inputs dependency structures,

the detected named entities and core entities, applying a set of transformation operations

over the original Stanford dependencies. These operations reduce and re-order the orig-

inal set of query dependencies. The core entity combined with the original dependency

structure determine the ordering of the elements in the structure.

This transformation is done by applying three sets of operations: (i) removal of stopwords

and their associated dependencies, (ii) merging of the dependency structures which a

head node to its modifiers and (iii) re-ordering of the dependencies based on the core

entity position in the query (where the core entity becomes the first query term and the

topological relations given by the dependencies are preserved). Examples of PODS are

depicted in Figure 8.9. Step (i) uses the output of the entity recognition & classification

and step (iii) the core entity identification components.

Definition 8.19 (Partial Ordered Dependency Structure (PODS)). Let T (V,E) be a

typed dependency structure over the question Q where V and E are nodes and edges

respectively. The partial ordered dependency structure (PODS) D(V,E) of Q is defined

by applying the following operations over T :

1. merge: adjacent nodes VK and VK+1 ∈ T where EK,K+1 ∈ {nn, advmod, amod}.

2. eliminate: the set of nodes VK and edges EK ∈ T where EK ∈ {advcl, aux, auxpass,

ccomp, complm, det}.

3. replicate: the triples where EK ∈ {cc, conj, preconj}.
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1

2

Bill Clinton daughter of married to?VAR1 ?VAR2

Mountain highest?VAR1

(INSTANCE) (PREDICATE) (PREDICATE)(VARIABLE) (VARIABLE)

(CLASS) (VARIABLE) (PREDICATE)

true

(BOOLEAN)

Mountain highest?VAR1

(CLASS) (VARIABLE) (OPERATOR)

Mountain Highest

(CLASS) (VARIABLE)

?VAR1

Mountain elevationRank?VAR1

(CLASS) (VARIABLE) (PREDICATE)

1

(NUMBER)

Figure 8.9: Possible interpretation for the query examples.

where the edge labels advmod, amod, ... represent the specific dependency relations

(see [233] for a the complete list of dependencies). In the definition above, the merge

operation consists of collapsing adjacent nodes into a single node for the purpose of

merging head-modifiers into a single node, in complement with the entity recognition

output. The eliminate operation is defined by the pruning of a node-edge pair and

eliminates concepts which are not semantically relevant or covered in the representation

of data in RDF(S). The replicate operation consists of copying the remaining elements

in the PODS for each coordination or conjunctive construction.

8.5.4 Query Entity Types & Database Structural Interpretation

The query entity types consist of the list of possible data model types associated with

the PODS entities. The database syntactic interpretation consists of the possible map-

pings to basic graph patterns, defining an explicit typing of the data model types and

functional/logical operators.

The database structural interpretation only takes into account the possible association

between words and data elements types (classes, instances, properties, etc) and the
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Triple type pattern
INSTANCE-PREDICATE-VARIABLE
VARIABLE-PREDICATE-INSTANCE
VARIABLE-PREDICATE-VARIABLE
CLASS-TYPE-VARIABLE
VARIABLE-TYPE-CLASS
COMPLEX CLASS-TYPE-VARIABLE
VARIABLE-TYPE-COMPLEX CLASS
INSTANCE-PREDICATE-INSTANCE
VARIABLE-PREDICATE-VALUE
INSTANCE-PREDICATE-VALUE

Table 8.3: Basic type graph patterns.

Operator
AGGREGATE
ORDER
COMPARISON
DISJUNCTION
CONJUNCTION

Table 8.4: Types of operators.

associated structural interpretations, not covering the lexical and abstraction-level vari-

ations, which are resolved at the query processing step. Tables 8.3 and 8.4 list the set

of basic type graph patterns. Compositions of basic type graph patterns and operators

define the query constraints.

The database syntactic interpretation process maps dependency and POS Tag patterns

into the interpretation patterns using a rules-based method. Since the set of basic type

graph patterns is a small enumerable set (Table 8.3), the number of mapping patterns is

enumerable. One query can have one or more associated syntactic query interpretations.

8.5.5 Query Classification

The final step consists of the classification of the query according to a set of query

features which play a central role in the definition of the query plan algorithm (Section

8.6.4). Each query is classified according to one or more query features. The set of

query features are listed below and are based on references to entity types, composition

patterns and operator types present in the query:

1. Queries with instance references

2. Queries with classes/complex classes references

3. Queries with operator references
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4. Queries with constraint composition

– Path queries

– Conjunction & Disjunction operators

The set of features map to database primitives in the possible data model type of the

associated semantic pivot (instance, class, complex class), operators (e.g. compara-

tive, ordering operators) and structural/compositional patterns (conjunction, disjunc-

tion, property path). The query features for the example queries are shown in Figure

8.2 and Figure 8.3.

8.6 Schema-agnostic Query Processing

8.6.1 Overview

The query processing approach consists of the composition of a set of semantic search,

graph navigation and solution modifier operations over the τ −Space and over the data

graph structure. The sequence of operations 〈op0...opn〉 for a query Q defines its query

processing plan. The query plan is built by taking into account the structured query

representation out of the query analysis.

The operations are described in the following subsections.

8.6.2 Search operations

Search operations map PODS query terms to the elements in the graph G associated

to the database DB. They consist of distributional and term search operations over

the graph G embedded in the distributional V Sdist and term V Sword reference frames

and over the subspaces associated with each data model category within the τ − Space.

The distributional semantic search operations use the distributional semantic search

approach defined in Chapter 7, with the distributional semantic relatedness measure

as a ranking function and the application of the semantic differential principles in the

determination of the semantic threshold.

In all search operations, all the URIs are assumed to have meaningful natural language

descriptors associated, i.e. descriptors which are composed by words in a language which

is shared by the reference corpora and by the external agent querying the system.
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8.6.2.1 Instance search

As previously discussed, the instance search model prioritizes term-based matching, due

to the lower variability in the naming of instances (less impact from the AVS conditions)

and to the potential higher dimensionality of the distributional vector space (due to the

proportionally higher number of instances in the DB).

The instance search operation consists of mapping the terms associated to query instance

candidates m(qI) in the analysed query, to the instances in G, i.e. m(qI , i), ∀qI ∈ Q, ∀i ∈

I.

The primary instance search consists of a keyword search over the space of instance

terms V SI{word}. For a query term qI over the term space V SI{word}, the ranking

function φ(q, i), ∀i ∈ I is given by a combination of:

– tf/idf of instance terms in the database: stf/idf (q
I , i).

– dice coefficient: between the instance terms and the query term simdice(q
I , i). Prioritizes

closer string matching between query terms and instance labels. The main purpose of

this function is to remove terms with a partial matching (qI = ‘Barack Obama’ with

‘Michelle Obama’) and also where qI has a full matching with a label with a larger string

(qI = ‘Barack Obama’ with ‘Barack Obama Sr.’ or ‘Barack Obama Office’).

– node cardinality: number of tuples (triples) n(i) associated with i.

stf/idf (q
I , i) and simdice(q

I , i) are used as filters: instances with values below a threshold

are filtered. simdice(q
I , i) and n(i) are used as ranking functions. The instance search

returns a list of URIs associated with the instances i which has at least one associated

matching word to qI . For all the instances containing at least one of the keywords

associated with the query, the list is ranked according to string similarity. The ranking

policy based on the node cardinality states that for homonimous instances, more popular

instances are prioritized.

The ranking algorithm for the instance search is given by Algorithm 4.

In Algorithm 4, rank(RI , φdice, φn) is a function which ranks the set of returned in-

stances, according to the dice coefficient and the number of triples associated to the

matching instance.

The secondary instance search step consists of the distributional semantic search over the

space of instance context vectors V SI{dist} (Algorithm 5). The distributional instance
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Algorithm 4 Instance term search: ζV SI{word}(qI, i)

I : set of instances in DB.
qI : query term candidate for mapping to instance.
RI : set of matched instances to the query term qI .
V SI{word} : instance term space.
ηtf/idf , ηdice : thresholds.
for all i ∈ I do
φtf/idf ← sV SI{word}(qI, i)
if φtf/idf ≥ ηtf/idf then

φdice ← simdice(q
I , i)

if φdice ≥ ηdice then
(rI , φn)← n(i)
RI ← rI

end if
end if

end for
RI ← rank(RI , φdice, φn)

search operation is defined by the computation of the semantic relatedness measure s

between the corresponding distributional vector of the instance candidate term
−→
qI and

the instances in V SI{dist}.

Algorithm 5 Instance distributional search: ζV SI{dist}(qI, I), ηI{dist}

I : set of instances in DB.
qI : candidate query term for instance.
RI : set of matched instances to the query qI .
V SI{dist} : instance distributional space.
ηI{dist} : threshold.
for all i ∈ I do

φdist ← sV SI{dist}(
−→
qI,
−→
i )

if φdist ≥ ηI{dist} then
RI ← rI

end if
end for
RI ← rank(RI , φdist)

In Algorithm 5, rank(RI , φdist) is a ranking function which ranks the matching instances

according to the distributional semantic relatedness value φdist with regard to a reference

corpora RC.

8.6.2.2 Class search

Classes are more bound to vagueness, ambiguity and synonym, being more sensitive to

vocabulary variation. The class search operation is defined by the computation of the

semantic relatedness measure s between the class candidate term qC and the class entities
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in the V SC{dist} (sV SC{dist}(
−→
qC,−→c ), ∀c ∈ C). Algorithm 6 describes the procedure for

class search.

Algorithm 6 Distributional class search (non-contextualised):

ζV SC{dist}(
−→
qC,
−→
C , ηC{dist})

C : set of classes in DB.
qC : candidate query term for class.
RC : set of matched classes to the query qC .
V SC{dist} : class distributional space.
ηC{dist} : threshold.
for all c ∈ C do

φdist ← sV SC{dist}(
−→
qC,−→c )

if φdist ≥ ηC{dist} then
RC ← rC

end if
end for
RC ← rank(RC , φdist)

In Algorithm 6, rank(RC , φdist) is a ranking function which ranks the matching classes

according to the distributional semantic relatedness value φdist with regard to a reference

corpora RC. The search over the non-contextualised class space (V SC{dist}(c)) is used

when the class is the semantic pivot.

When a set of instances i are the semantic pivot, the contextualised class search is

defined on the subspace associated with (i V SC{dist}(i)).

Algorithm 7 Distributional class search (contextualised): ζV SC{dist}(i)(
−→
qC,
−→
C , ηC{dist})

i : instance i.
Ci : set of classes associated with an instance i in DB.
qC : candidate query term for class.
RC : set of matched classes to the query qC .
V SC{dist}(i) : distributional class subspace associated instance i.
ηC{dist} : threshold.
for all c ∈ C do

φdist ← sV SC{dist}(i)(
−→
qC,−→c )

if φdist ≥ ηC{dist} then
RC ← rC

end if
end for
RC ← rank(RC , φdist)

The output of the search is a ranked list of URIs which are semantically related to qC .

The list of URIs is ranked by their semantic relatedness score in relation to qC , according

to a reference corpus RC.
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8.6.2.3 Property search (V SP{dist}(i) & V SP{dist})

The property search consists of the semantic search of properties associated within the

context of a set of instances which are directly or indirectly referred to in the query.

The set of instances define subspaces of associated property entities in the τ − Space

which define the target search subspace. Due to the dimensionality of the distributional

space V SP{dist}(i) the definition of the instance pivots support a dimensional reduction

during the search process which is based on the context defined by the instances referred

to in the query.

The query term qP is used as an input for a distributional semantic search over the prop-

erties associated with the instance subspace. The search is defined by sV SP{dist}(i)(
−→
qP,−→p )

, ∀p ∈ P .

Algorithm 8 Distributional property search (contextualised):

ζV SP{dist}(i)(
−→
qP,
−−→
P(i), ηP{dist})

i : instance i.
P i : set of properties associated with an instance i in DB.
qP : candidate query term for property.
RP : set of matched property to the query qP .
V SP{dist}(i) : distributional property subspace associated instance i.
ηP{dist} : threshold.
for all p ∈ P do

φdist ← sV SP{dist}(i)(
−→
qP,−→p )

if φdist ≥ ηP{dist} then
RP ← rP

end if
end for
RP ← rank(RP , φdist)

The search of the complete property space (non-contextualised property search) V SP{dist}

can be performed when there is no instance semantic pivot defined:

8.6.3 Constraint Composition & Solution Modifiers

8.6.3.1 Constraint Composition

Constraint composition are operations in which attribute constraints (basic graph pat-

terns) are composed into complex graph patterns using different composition patterns.

There are three main types of constraint composition operations:
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Algorithm 9 Distributional property search (non-contextualised) :

ζV SP{dist}(
−→
qP,
−→
P , ηP{dist})

P : set of properties in DB.
qP : candidate query term for property.
RP : set of matched property to the query qP .
V SP{dist} : distributional property subspace.
ηP{dist} : threshold.
for all p ∈ P do

φdist ← sV SP{dist}(
−→
qP,−→p )

if φdist ≥ ηP{dist} then
RP ← rP

end if
end for
RP ← rank(RP , φdist)

Property path composition: Consists of a predicate composition that defines a path

query. The semantic property composition is determined for a path of properties con-

nected through a common instance. This operation maps to the following graph pattern:

p0(i, v0)
∧N

n=0 pn+1(vn, vn+1), where vi represents a variable and pn represents the set of

predicates such that for all qP ∈ QP , s(
−→
qP,−→p ) > ηP .

The path composition is defined by the following navigation function:

Algorithm 10 Property path composition resolution algorithm.

i : set of pivot instances.
QP : sequence of query properties.
pr : ordered list of properties.
triples : selected triples.
for all qP ∈ QP do
P ←

⋃

∀p∈P p(i)

RP ← ζ(qP , P, ηP )
for all rP ∈ RP do
ito ← navigateTo(rP )
triples← rP (i, ito)
i← ito

end for

end for

Geometrically, the property composition is defined by a sequence of translations over

V Sdist (Figure 8.10).

Extensional class expansion (instance listing for a class): (ξ(i)) Consists of ex-

panding the set of instances I associated with a class c through rdf:type. This operation

maps to the type(c, vn) triple pattern, where vn defines a set of instances ∈ I associated

with the class c. The extensional expansion can be generalized to include the definition

of sets using properties.
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Figure 8.10: Vector representation for the property path composition.
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Figure 8.11: Vector representation for the extensional expansion.

Geometrically, the extensional class expansion consists of a set of translation vectors

over V Sdist which have the same origin in a class element (Figure 8.11).

Star-Shaped property composition: Consists of the composition of triple patterns

in a disjunctive:
∧N

n=0 pn(term, vn), where vi represents a variable or conjunctive form:
∨N

n=0 pn(term, vn), where term ∈ I ∪ C ∪ V

Geometrically, the star-shaped property composition consists of a set of translation

vectors over V Sdist which have the same origin (Figure 8.12).

8.6.3.2 Solution Modifiers

Solution modifiers consists of the set of operations for filtering triples (f : T → T ) or

mapping triples to the real domain (f : T → R). The following definitions are based on

[224].
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Figure 8.12: Vector representation for the star-shaped property composition.

Definition 8.20 (Solution Sequence Modifiers). A solution sequence modifier consists

of one of the following operations:

– List: is used where conversion from the results of graph pattern matching to sequences

occurs.

– Order By: order the solution.

– Projection: select certain output variables.

– Slice: provides a subset of the solution tuples (as the combination of OFFSET and

LIMIT).

– Exists(Yes/No): defines if a proposition is based on the DB.

Definition 8.21 (List). Let Ω be a multiset of solution mappings. We define:

List(Ω1) = a sequence of mappings µ ∈ Ω in any order

Definition 8.22 (Order By). Let Ψ be a sequence of solution mappings. We define:

OrderBy(Ψ, condition) = { µ ‖µ ∈ Ψ and the sequence satisfies the ordering condition

}

where condition can be ascending, descending according to a numerical or lexicographical

criteria.

Definition 8.23 (Projection). The projection operator (π) restricts a relation to a

subset of its attributes. Let Ω be a sequence of solution mappings and V a set of

variables. For mapping µ, write Proj(µ, V) to be the restriction of µ to variables in V .
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π(Ψ, V ) = { π(Ψ[µ] V ) ‖µ ∈ Ω }

Definition 8.24 (Constant Projection). πp0,...,pi(c) is the constant projection, which

defines the set of predicates pi assigned to a constant c.

Definition 8.25 (Slice). Let Ψ be a sequence of solution mappings. We define:

Slice(Ψ, start, length)[i] = Ψ[start+ i], for i = 0 to (length-1)

Definition 8.26 (Exists(Yes/No)). exists is a function that returns true (yes) if the

pattern evaluates to a non-empty solution sequence; otherwise it returns false (no).

Definition 8.27 (Aggregation modifiers). Maps a set of triples or entities from V Sdist

or V Sword into the R domain (f : T, V → R), based on an enumerable set of functional

operators Op (e.g. Count, Sum, etc).

– Count: Count is a set function Count : Ω → I which counts the number of a given

condition appears. Count(Ω) = card[N ].

– Sum: Sum is a set function Sum : Ω → R which sums the values within a multiset.

Sum(Ω) = Sum(List(Ω)).

Sum(S) = S1 + Sum(S2...n), when card[S] > 1 Sum(S) = S1 + 0, when card[S] = 1

Sum(S) = 0, when card[S] = 0

– Avg: The Avg set function Avg : Ω→ R calculates the average value for an expression

over a multiset Ω. Avg(Ω) = 0, where Count(Ω) = 0 Avg(Ω) = Sum(Ω)/Count(Ω),

where Count(Ω) > 0

– Top: Top is a set function Top : Ω→ R that return the maximum value from a multiset

Ω.

Top(Ω) = Slice(OrderBy(Ω, ‘descending′), 0, 1)

– Bottom: Bottom is a set function Bottom : Ω → R that return the minimum value

from a multiset Ω.

Bottom(Ω) = Slice(OrderBy(Ω, ‘ascending′), 0, 1)

– Sample: Sample is a set function Sample : Ψ→ RDFTerm which returns an arbitrary

element from the multiset Ω.

Sample = Slice(Ψ, Random(0, length), length), where Random(x, y) generates a num-

ber between x and y.

Definition 8.28 (Operation Lexicon). The operation lexicon LexOp contains the labels

for aggregation modifiers.
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8.6.3.3 User Feedback Modifiers

User feedback modifiers are functions which filter a set of triples based on the user input

of a set of instances, classes and predicates. These operations aim at allowing users

to cope with possible errors in the term and distributional search operations over the

τ − Space, by allowing them to select from a list matching the search criteria, a set of

valid instances, classes and properties. The user feedback dialogs target just a filtering

function, where users can select from a reduced list of options (maximum 5 elements) in

case there is ambiguity in the term/distributional search process. The feedback function

(ψ : Ψ→ Ψ) is defined as:

ψ(Ψ) =
⋃length

n=0 Slice(Ψ, DialogSelect(Ψ, n), length)

where ψ(Ψ) returns the index of µ ∈ Ψ selected by the user.

8.6.4 Operation Composition & Planning

All the search, constraint composition & solution modifier operations are organized into

a query planning algorithm (Algorithm 11) which orchestrates the operations defined

above, taking as an input the PODS.

The query processing algorithm works as a semantic best-effort query approach, where

the algorithm maximizes the amount of semantic constraints which are matched, but

eventually can return approximate results. The search operations and the constraints

application are done in a semantic structured inverted index, aiming at performance

and scalability). In the proposed query processing approach, instead of returning a

structured query with a rigid syntax and rigid symbols, the approach can be interpreted

as navigating through the data graph doing both semantic and syntactic approximations.

8.6.5 Geometrical Interpretation

The query processing approach consists of a set of semantic search, constraint composi-

tion and solution modifier operations over the τ − Space and over the data graph. The

semantic search operations are performed over the different subspaces of the τ − Space

model and have an associated geometrical interpretation.

The query sequence is embedded in the vector spaces V Sdist, V Sword, allowing to identify

it with the a sequence of vectors <
−→
q′0,
−→
q′1, · · · ,

−→
q′n >.

In the first iteration,
−→
q′0 ∈ V S

dist, the vector representation of the semantic pivot q′0

can be resolved to a vector −→e 0. If the entity e0 is an instance, the associated predication
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Algorithm 11 Distributional query planning algorithm

Q(VQ, EQ, OpQ) : Partial ordered dependency structure (PODS).
G(VG, EG) : RDF(S) graph.
A(VA, EA, P ) : answer graph.
i : set of instances URIs.
c : set of classes URIs.
p : related properties URIs.
initialize(A)
q : query term
for all q ∈ VQ do

if (isCoreEntity(q)) then
i← searchInstances(q)
c← searchClasses(q)

end if
if (isAmbiguous(i, c)) then
i, c← disambiguateP ivotEntity(i, c)

end if
if (pivotEntiyIsClass) then
i← extensionalExpansion(c)

end if
p← searchProperties(i, q)
if (hasOperations(Q)) then
p← searchOperations(i, Op)

end if
if (isAmbiguous(p)) then
p← disambiguateProperty(i, c)
triples← selectByPivotAndProperty(i, p)

end if
i, c← navigateTo(triples)
VA, EA ← triples
PA ← applyOperation(triples,Op)

end for

subspace (which spans the relations and predications associated with the entity e0) can

be used to do the semantic approximation of the next query term. The second query

term q′1 can be matched with one or more relations and attributes associated with e0,

for example p0, considering that s(
−→
q′1,
−→p 0) ≥ ηp, where ηp is a semantic relatedness

threshold. The entities associated with p0 (for example e1) are used as new semantic

pivots.

At each iteration of the querying process, a set of semantic pivots are defined and are

used to navigate to other points in the V Sdist. This navigation corresponds to the recon-

ciliation process between the query and the entity dataset G. The reconciliation process

can be defined as the sequence of vectors < (
−→
q′1 −

−→p 1), (
−→
q′2 −

−→p 2), · · · , (
−→
q′n −

−→p n) >.

The proposed approximate querying process can also be represented geometrically as

the vectors < (−→e 0 −
−→p 0), (

−→p 0 −
−→e 1), ..., (

−→p n−1 −
−→e n) > over the τ − Space, which

geometrically represents the process of finding the answer in the graph.
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8.6.6 Query Processing Examples

In this section, the query planning algorithm is executed for the example queries.

8.6.6.1 Query Example I:

For the example query ‘Who is the daughter of Bill Clinton married to? ’, the set of

query processing steps are described for the model parameters below:

– Schema-agnostic query (different predicates from the database) Q: daughter(Bill Clin-

ton, ?x0) ∧ married to(?x0, ?x1)

– DB: (DBpedia) childOf(Bill Clinton, Chelsea Clinton), spouse(Chelsea Clinton, Marc

Mezvinsky), ...

– DSM : ESA (C = document, W = TF/IDF)

– RC : Wikipedia 2013

– ηp = 0.02, ηi = 0.9 (more restrictive threshold for constants)

With the PODS and the query features, the query processing approach starts by resolv-

ing the core (pivot) entity in the query (in this case Bill Clinton) to the corresponding

database entity (dbpedia: Bill Clinton) (Figure 8.13).

After Bill Clinton is resolved, the subspace of the entity dbpedia:Bill Clinton is se-

lected, constraining the search space to elements associated with dbpedia:Bill Clinton,

and the next term in the PODS (‘daughter’ ) is used as a query term for a distri-

butional semantic search over the neighboring elements of dbpedia:Bill Clinton. The

distributional semantic search is equivalent to computing the distributional semantic

relatedness between the query term (‘daughter’ ) and all predicates associated with db-

pedia:Bill Clinton (dbprop:religion, dbprop:child, dbprop:almaMater, etc). The semantic

equivalence between ‘daughter’ and dbprop:child is determined by using the corpus-

based distributional commonsense information (the words ‘daughter’ and ‘child’ occur

in similar contexts). A threshold filters out unrelated relations. After the alignment be-

tween ‘daughter’ and dbprop:child is done, the query processing navigates to the entity

associated with the dbprop:child relation (dbpedia:Chelsea Clinton) and the next query

term (‘married’ ) is taken. At this point the entity dbpedia:Chelsea Clinton defines the

search subspace (relations associated with dbpedia:Chelsea Clinton) and the semantic

search for predicates which are semantically related to ‘married’ is done. The query
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term ‘married’ is aligned to dbprop:spouse and the answer to the query is found: the

entity dbpedia:Mark Mezvinsky (Figure 8.14).

The same query process can be described in a more formalized way by using notation

based on relational algebra.

The query process starts with the selection of the first query element which will be

aligned to the dataset (the semantic pivot). In the example query, ‘Bill Clinton’ is the

semantic pivot ({Bill Clinton} = γ(Q)). Since the semantic pivot is an instance, it is

compared with the set of instances in the V SI{word} using the semantic threshold ηi:

ηi: {:Bill Clinton} ←
⋃

∀i∈I
ζ(‘Bill Clinton’, i, ηi)

The context is defined by the first alignment κDB = {:Bill Clinton}. The next step

consists of the application of the projection operator to get the set of predicates as-

sociated with the instance :Bill Clinton. π{childOf,occupation,...,almaMater}(:Bill Clinton)

(Figure 8.13). The algorithm then gets the query predicate associated with Bill Clinton,

defining it as a query context κQ = {daughter}. It then computes the semantic related-

ness between κQ and the predicates in the projection π{childOf,occupation,...,almaMater}(Bill

Clinton), selecting:

{childOf} ←
⋃

∀p∈π{childOf,...,almaMater}

ζ(‘daughter’, p, ηp),

defining the first predicate substitution λdaughter/childOf .

It then follows with the selection associated to the first part of the query {Chelsea Clin-

ton} ← σchildOf(Bill Clinton,?x) which redefines κDB = {Chelsea Clinton} followed by the

projection operator π{religion,occupation,...,spouse}(Chelsea Clinton). The query predicate

associated with Chelsea Clinton is selected (κQ = {married to}).

{spouse} ←
⋃

∀p∈π{religion,occupation,...,spouse}

ζ(‘married to′, p, ηp)

and the semantic relatedness is computed, defining the second predicate alignment

λmarriedto/spouse.

{Marc Mezvinsky} ← σ{childOf(Bill Clinton,x0)∧spouse(x0,?x1)}

A query plan maps to multiple operations over the index. Figure 8.13 and Figure 8.14

depicts the steps for answering the query over the graph G associated with DB.
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Figure 8.13: Query processing steps for the query example (Part I).
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Figure 8.14: Query processing steps for the query example (Part II).
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Figure 8.15: τ − Space query.

8.6.6.2 Query Example II:

For the example query ‘What is the highest mountain? ’, the set of query processing steps

are described for the model parameters below:

– Schema-agnostic query (different predicates from the database) Q: Mountain(?x0) ∧

highest(?x0)

– DB: (DBpedia) type(Mount Everest, Mountain), ...

– DSM : ESA (C = document, W = TF/IDF)

– RC : Wikipedia 2013

– ηp = 0.02, ηi = 0.9 (more restrictive threshold for constants)

The query process starts with the selection of the first query element which will be

aligned (the semantic pivot). In the example query, ‘Mountain’ is the semantic pivot

({Mountain} = γ(Q)). Since the semantic pivot is a predicate, it is compared with

the set of predicates in the G using the semantic threshold ηp over the vector space

V SP{dist}:

{:Mountain} ←
⋃

∀p∈P
ζ(‘Mountain’, p, ηp)

At this point κDB = {:Mountain}.
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After the alignment, the algorithm gets the next query term κQ = {‘highest′}, which is

an operator.

The next step is the computation of the extensional expansion of the predicate ‘Moun-

tain’.

{K2, Mount Everest, ...} ← ξ(:Mountain)

Now, κDB = {: K2, : Mount Everest, ...}. The next step consists of the collection of

the superset of predicates for all associated instances, to define which predicate should

be aligned to the operator κQ = {‘highest′}. In this step, a random sample of instances

can be selected to generate a reduced superset of the predicates.

{:firstAscentPerson, :locatedInArea, :elevation, ... }
⋃

∀i∈{:K2,:Mount Everest,...}

σ{?p(i,x)∨?p(x,i)∨?p(i)}

The semantic relatedness is computed between the query context κ = {‘highest′}, and

the set of selected predicates, defining the operator predicate alignment: λhighest/elevation.

{:elevation} ←
⋃

∀p∈π{:firstAscentPerson,:locatedInArea,:elevation,...}

ζ(‘highest′, p, ηp)

The next step consists of the selection of the predicate alignments:

{‘8848 m’, ‘8611 m’, ... } ← σ{:Mountain(x0)∧:elevation(x0,x1)}

Since ‘highest’ is also a solution modifier, it has the corresponding functional component:

highest({‘8848 m’, ‘8611 m’, ... }) = Top({‘8848 m’, ‘8611 m’, ... }) = ‘8848 m’

Figure 8.16 and Figure 8.17 depicts the steps for answering the query over the RDF(S)

graph.

8.7 The Treo System

8.7.1 Overview

The proposed schema-agnostic query model is instantiated into the Treo schema-agnostic

system. The goal of the Treo system is to provide both a reference architecture and a

prototype for the distributional semantics based schema-agnostic query approach. The

Treo system was designed to be evaluated under a question answering over RDF(S) data

scenario: however its core components (τDB) can be adapted to other structured data

model types.

In this section, the high-level components of the Treo system are described together with

the main elements of the interface of the system.
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Figure 8.16: Execution of a query processing plan for the query ‘What is the highest
mountain ? ’ (Part I)

8.7.2 Architecture

The high-level workflow and main components for the query approach are depicted in

Figure 8.18. The architecture is organized into three macro-components: (i) the indexer,

(ii) the query analysis and (iii) and the query processing components.

The first phase consists of the query analysis process, which resolves a set of PODS and

query features from the natural language query.

The second phase consists of the query processing approach which defines a sequence

of search, constraints composition and solution modifier operations over the database

embedded in the τ−Space, based on the query plan defined by the query plan algorithm.

The Query Planner generates the sequence of operations (the query processing plan) over

the data graph on the semantic inverted index (τ − Space). The query processing plan
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Figure 8.17: Execution of a query processing plan for the query ‘What is the highest
mountain ? ’ (Part II)

is sent to the Query Processor which initially executes the search operations part of the

query plan over the Distributional Search and Instance Search component. The query

plan also includes the application of a set of constraint composition & solution modifier

operations which are implemented in the Operators component. The result of search

operations can be disambiguated using the Disambiguation component for pivot entities

and predicates.

8.7.3 User Interface

There are three interaction modes for the query approach:



Chapter 8. The Schema-agnostic Query Processing Approach 250

Natural Language Query:

Who is the daughter of Bill

Clinton married to ?

[[:Bill Clinton]] - daughter -

married

Distributional

DB

Index

(Ƭ-Space)

Query

Interpreter

Dependency

Parser

Query Analysis

Query

Planner

Querry

Processor

Query Processing

pre-processed query

Distributional

Search

search

operations

Disambiguationuser

feedback
Operators

Answer:

Mark Mezvinsky

Triples:

:Bill_Clinton :children :Chelsea_Clinton

:Chelsea_Clinton :spouse :Mark_Mezvinsky

Datasets

Reference

Corpora

Indexing

Distributional

Semantic

Model

Distributional

Indexer

concept vectors

Instance

Search

Data Model

Mapper

Figure 8.18: High-level components diagram of the schema-agnostic query approach.

– Simple Query: Consists of a simple query interface, where users can interact with the

system by typing a natural language query. This interaction mode is targeted towards

both casual users and domain experts.

– User-Feedback Mode: Allow users to provide feedback for the platform, disambiguat-

ing semantic pivots and predicates, and filtering out unrelated triples in the result set,

allowing a simple dialog process between the user and the query processing engine. This

interaction mode is targeted towards more advanced users and domain experts (e.g. data

analysts).

– Terminology Search: Allow users to search for terminology-level elements, supporting

the exploration of the types of predicates (instances and classes) in the database. This

interaction mode targets data experts exploring the dataset schema.

The simple query mode consists of the following components:

– Query/Search Component: Text Box which allows users inputing the natural lan-

guage query.

– Search Mode Component: Radio button which allows users to select between natural

language query or terminology search.
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Figure 8.19: Screenshot of the initial query interface.

– Post-Processed Results Component: Returns a list of post-processed answers (en-

tities, aggregations, yes/no answers) as natural language text.

– Data Results Component: Returns the set of triples which is the answer or which

supports the post-processed answer. This element gives the context for users to verify

the suitability of the answer, supporting them in the verification of the answer. The

triples are translated into a simple natural language format.

– Picture Visualization Component: Returns a picture associated with the answer,

in case it is available in the dataset.

Figure 8.19 depicts the initial interface of the system. Figure 8.20 depicts the elements

of the query interface for the example query ‘Is Margaret Thatcher a chemist?’, showing

a post-processed result (in this example: Yes). Figures 8.21 and 8.22 shows the output

for the two example queries. For the query example I (Chelsea Clinton) the semantic

best-effort characteristic of the approach can be observed, where other highly related

triples were returned by the distributional matching. Figures 8.23 and 8.24 show other

example queries.

8.7.4 Examples

Figure 8.25 and Figure 8.26 shows the interface for the terminology search, displaying

classes and properties for the DBpedia terminology-level elements.
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Figure 8.20: Screenshot of the result of the Treo engine for the query ‘Is Margaret
Thatcher a chemist?’.

Picture 

Component

Figure 8.21: Screenshot of the result of the Treo engine for the query ‘Who is the
daughter of Bill Clinton married to?’.

The Treo system uses two types of user-feedback elements: result filtering and disam-

biguation. These elements are described below:
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Figure 8.22: Screenshot of the result of the Treo engine for the query ‘What is the
highest mountain?’.

Figure 8.23: Screenshot of the result of the Treo engine for the query ‘How tall is
Claudia Schiffer?’.

– Result Filtering: Supports users to remove elements from the result set (Figure 8.27).

Interaction: The action is performed by a single click in one triple. The removed triple

appears with a strike through its text. Users can de-select the triple by clicking on it

again. Figure 8.27 shows the result of a filtering component.

– Instance/Class (Pivot) Disambiguation: Allow users to select/remove instance/-

class semantic pivots, whenever a semantic matching is in an ambiguity range.
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Figure 8.24: Screenshot of the result of the Treo engine for the query ‘Give me all
cities in New Jersey with more than 100000 inhabitants?’.

Figure 8.25: Screenshot of the vocabulary search interface for the query ‘geology’.

Interaction: The action is performed by selecting the Pivot tab at the right-most but-

ton of the screen, and by checking or uncheking instances and classes in a list containing

instances or class pivots returned by the semantic approximation. The interaction is

stored in the user feedback database.

– Property Disambiguation: Allow users to select/remove property semantic pivots,

whenever a semantic matching is in an ambiguity range.
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Figure 8.26: Screenshot of the vocabulary search interface for the query ‘bass’.

Figure 8.27: Result filtering component.

Interaction: The action is performed by selecting the property tab at the right-most

button of the screen, and by checking or uncheking properties (using a checkbox com-

ponent) in a list containing properties returned by the semantic approximation. The

interaction is stored in the user feedback database.

8.7.5 Implementation

The query processing mechanism was implemented in the Treo schema-agnostic and NLI

system following the Figure 8.18 components diagram. The system is implemented using
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the Java programming language. The semantic index component contains the Lucene-

based (Lucene 3.41) τ−Space implementation which can be used in other semantic search

scenarios, while the query analysis component contains the interface for natural language

queries. The web interface was developed using the Google Web Toolkit framework2.

Videos of the running Treo prototype can be found online3.

The Distributional Semantic Model used was the Explicit Semantic Analysis (ESA) [53]

which was implemented in the EasyESA semantic infrastructure [219], which is described

in the following section.

8.7.6 EasyESA: A Distributional Semantics Infrastructure

The construction of distributional models is dependent on the processing over large-

scale corpora. The English version of Wikipedia 2014, for example, contains 44 GB of

article data. The hardware and software infrastructure requirements necessary to pro-

cess large-scale corpora bring high entry barriers for researchers and developers to start

experimenting with distributional semantics in the context of schema-agnostic queries

or in other areas. In order to facilitate the systematization on the construction and use

of ESA distributional models, a distributional semantic infrastructure was built. The

distributional infrastructure, named EasyESA, is a high-performance and easy-to-deploy

distributional semantics framework and service which deploys an Explicit Semantic Anal-

ysis (ESA) [53] infrastructure.

EasyESA consists of an open source platform that can be used as a remote service or

can be deployed locally. The API consists of three RESTFul services:

Semantic relatedness measure: Calculates the semantic relatedness measure be-

tween two terms. The semantic relatedness measure is a real number in the [0,1] interval,

representing the degree of semantic proximity between two terms according to the ref-

erence corpora (Wikipedia). Semantic relatedness measures are comparative measures

and are useful when sets of terms are compared in relation to their semantic proximity.

Semantic relatedness can be used for semantic matching in the context of the develop-

ment of semantic systems such as question answering, text entailment, event matching

and semantic search.

– Example: Query for the semantic relatedness measure between the words wife and

spouse.

1http://lucene.apache.org/
2http://www.gwtproject.org/
3http://bit.ly/1c36LGD

http://lucene.apache.org/
http://www.gwtproject.org/
http://bit.ly/1c36LGD
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– Service URL: http://vmdeb20.deri.ie:8890/esaservice?task=esa&term1=wife

&term2=spouse

– Result: ‘0.0456526474’

Context vector: Given a term, it returns the associated context vector: a weighted

vector of contexts (Wikipedia articles). The term can contain multiple words. The

context vectors can be used to build semantic indexes (such as the τ − Space), which

can be applied for semantic applications which depends on high performance semantic

matching.

– Example: Query for the concept vector of the word wife with maximum length of 50

dimensions.

– Service URL: http://vmdeb20.deri.ie:8890/esaservice?task=vector&source=wife

&limit=50

– Result: [“7627342, Bamboo wife, 0.2366414666”,“147083, Trophy wife, 0.2328426391”,

“3516702, The Fisherman and His Wife, 0.2240851074”,“38001984, The Captain0̆027s Wife,

0.2223930657”,

“5201282, Jeremiah Mason, 0.2210460156”,“5186744, The Wife, 0.219803378”,

“31516283, Second Lady of the United States, 0.2108605206”,“7200857, I Think I Love My Wife,

0.2089164555”,

“21493329, My First Wife, 0.2082097977”,“473547, McMillan 0̆026 Wife, 0.2058613449”, ...]

Query explanation: Given two terms, returns the overlap between the concept vector

and the ‘context windows’ for both terms on each overlapping concept. A context

window for a given pair (term, concept) is a short segment from the Wikipedia article

represented by the concept which contains the term.

– Example: Query for the concept vector overlapping between the words wife and spouse,

and the context windows of both words for each concept in the overlapping dimensions.

– Service URL: http://vmdeb20.deri.ie:8890/esaservice?task=explain&term1=wife

&term2=spouse&limit=100 [... The position is traditionally filled by the wife of the presi-

dent of the United States ..., ... the wife of the president of the United States, but, on occasion,

the title ..., ... nty-fourth president; his wife Frances Folsom Cleveland is also counted twice ...

EasyESA was developed using Wikiprep-ESA4 as a basis. The software is available as

an open source tool at http://treo.deri.ie/easyesa. The improvements targeted

4https://github.com/faraday/wikiprep-esa

http://treo.deri.ie/easyesa
https://github.com/faraday/wikiprep-esa
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the following contributions: (i) major performance improvements, fundamental for the

application of distributional semantics in real applications which depends on coping

with high throughputs (100s of requests per second); (ii) robust concurrent queries; (iii)

RESTFul service API; (iv) deployment of an online service infrastructure; (v) packaging

and pre-processed files for easy deployment of a local ESA infrastructure.

8.8 Chapter Summary

Using the τ − Space as a semantic representation approach, the semantic search and

the entropy minimization proposed in the previous chapters, this chapter describes a

schema-agnostic query processing approach. The query processing approach uses a set

of semantic search, composition and data transformation operations over the τ −Space,

which defines a schema-agnostic query processing plan. The schema-agnostic query plan

defines a compositionality mechanism for resolving the query to the database facts. A

supporting architecture for the query mechanism is proposed. The architecture is instan-

tiated into the Treo prototype, a schema-agnostic natural language query mechanism.

[198, 203, 235, 236, 237, 238, 239, 240, 241, 242, 243].



Chapter 9

Evaluation

9.1 Introduction

This chapter evaluates the schema-agnostic query approach described in the previous

chapters. As already discussed in Chapter 1, the property of supporting schema-agnostic

queries is implicit in the task of question answering systems over databases (QADB).

QADB queries focus on scenarios which expresses complex information needs, where

query elements need to be mapped to multiple database elements and operations. While

these features are typically present in QADB evaluations, this scenario is not always

present in keyword-based/semantic search search over databases (KSDB), which does

not always assume schema-agnosticism and more expressive/complex queries. QADB

maps all the requirements for the evaluation of schema-agnostic queries over databases,

with the fundamental difference that QADB systems focuses on a natural language-based

interaction paradigm, while schema-agnostic queries mechanisms can also explore other

interaction approaches, such as structured schema-agnostic queries. QADB evaluation

campaigns can be adapted to other types of schema-agnostic query types by mapping

natural language queries to other types of schema-agnostic queries.

Due to the intersection of requirements, in this work the evaluation of the schema-

agnostic query approach is grounded on existing QADB test collections. Since this work

concentrates on databases with large-schema/schema-less profiles using the RDF(S) data

model as a basis for discussion, the evaluation focuses on the question answering over

linked data scenario (QALD), which has the support of third-party and community

accepted test collections, mapping to the requirements for the evaluation of this work.

This chapter starts with the description of the evaluation methodology (Section 9.2).

The suitability of the test collection to verify the main research hypotheses is analysed

259
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in Section 9.3; Section 9.4 describes the different dimensions of the evaluation; Sec-

tion 9.6 describe the results with regard to the relevance of the search results; Section

9.10 provides the comparative evaluation over existing systems; Section 9.9 provides a

post-mortem analysis of the queries, analyzing the queries which were not answered,

making explicit the limitations of the approach and some of the future research direc-

tions; Section 9.11 provides the coverage of the core requirements for schema-agnostic

queries.

9.2 Evaluation Methodology

The evaluation methodology focuses on making explicit the steps necessary to evaluate

the research hypotheses. It consists of the following steps:

1. Test collection selection: Selection of a candidate test collection based on the as-

sumptions of the research hypotheses and on the core requirements.

2. Statistical analysis: Statistical analysis of the test collection for the verification of the

suitability of the test collection for the evaluation of the research hypotheses and the

core requirements coverage.

3. Metrics selection: Selection of evaluation metrics to quantify the suitability of the

approach to the requirements.

4. Experimental set-up and evaluation: Development of a supporting prototype and

deployment of the test collection.

5. Schema-agnostic query approach evaluation: Comprises the quantitative evalu-

ation of the relevance of the results, query performance, indexing performance, index

size and maintainability/transportability. The evaluation dimensions are mapped to the

core requirements for a schema-agnostic query approach.

6. Components evaluation: Provides a quantitative and qualitative analysis of the errors

associated with each query processing component of the approach.

7. Comparative evaluation: Compares the existing approaches to baseline QALD sys-

tems.

8. Critical post-mortem analysis: Provides a qualitative analysis of the queries which

are either not addressed or are poorly addressed.
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Additionally, the evaluation extends existing limitations in the evaluation of QADB

approaches. The most prominent limitations which need to be addressed in order to

measure the coverage of the set of core requirements are the following:

1. Lack of temporal performance measurements.

2. Lack of dataset adaptation effort measurements (measuring the effort of man-

ual intervention of adapting/semantically enriching the dataset at indexing

time).

3. Lack of query interaction effort measurements (measuring the effort of man-

ual intervention for semantically enriching/performing query disambiguation

at query time).

9.3 Test Collection Analysis

9.3.1 Motivation

The objective of this section is to ensure that the selected test collection satisfies the

characteristics necessary to support the evaluation of the thesis’ hypotheses and core re-

quirements. The corroboration of the hypotheses should be supported by the evaluation

methodologies and metrics and by the characteristics of the test collection in which the

metrics are collected. The hypotheses are rewritten below with expressions which are

dependent on the test collection properties highlighted in bold.

– Hypothesis I: Distributional semantics provides an accurate, comprehensive and low

maintainability approach to cope with the abstraction-level and lexical-level di-

mensions of semantic heterogeneity in schema-agnostic queries over large-schema

open domain datasets.

– Hypothesis II: The compositional semantic model defined by the query planning mech-

anism supports expressive schema-agnostic queries over large-schema open do-

main datasets.

– Hypothesis III: The proposed distributional-relational structured vector space model

(τ −Space) supports the development of a schema-agnostic query mechanism with

interactive query execution time, low index construction time and size and scalable to

large-schema open domain datasets.
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Requirement Verification criteria
Dataset size & semantic hetero-
geneity

# of classes and properties > 103s, # of records (triples)
> 106s, # number of schema-editors > 102

Comprehensive query set # of distinct query patterns, # of distinct query features,
# of distinct mapping patterns

Query-Dataset semantic gap even % distribution of distinct matching patterns mapping
to different mapping types, # of distinct mapping patterns

Realistic & Representative query
set collection

Graph patterns similar to those used in real queries , # of
operators, # of vocabularies

Table 9.1: Requirements for the test collection and associated evaluation metrics.

These expressions are mapped into the core requirements for the test collection which

describe the characteristics that should be present in the test collection to support the

experimental corroboration of the hypotheses. The core test collection requirements and

their mappings to the hypotheses are described below:

– Dataset semantic size & heterogeneity: The test collection structured dataset should

reflect a large-schema/schema-less and semantically heterogeneous scenario. Maps to

hypothesis context: large-schema open domain datasets (Hyp. I, II, III).

– Query-Dataset semantic gap: The test collection should manifest the semantic gap be-

tween queries and datasets, which is an intrinsic condition for evaluating schema-agnostic

queries. Maps to hypotheses context: schema-agnostic queries (Hyp. I, II, III).

– Comprehensive query set: The query set should cover a representative set of query

features. Maps to hypothesis context: expressive (Hyp. II).

– Realistic query set collection: Desirable condition which provides the generalization of

the approach for realistic use cases (Hyp. I, II, III).

The core test collection requirements can be mapped into metrics which allow the quan-

titative evaluation of the test collection. This mapping is described in Table 9.1.

The main test collections for evaluating question answering and natural language inter-

faces over linked data/databases were pre-selected. These test collections are described

below.

Data for Learning Natural Language Interfaces to Databases (Tang & Mooney,

2001) [244]:

– Tasks: Domain specific natural language queries in three subdomains: (i) restaurant

information in N. California; (ii) job announcements posted in the newsgroup austin.jobs;

(iii) a simple U.S. geography database under the Prolog and OWL data model.
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– Query set: The U.S. geography subdomain contains 877 natural language questions.

The other subdomains contain a schema of similar size.

– Datasets: The U.S. geography subdomain contains 9 classes, 28 properties, 697 in-

stances. The other subdomains contain a similar number of queries.

Question Answering over Linked Data 2011 (QALD 2011) [77]:

– Tasks: Answer open domain and domain specific natural language queries.

– Query set: Training set: 50 natural language queries (DBpedia), 50 natural language

queries (MusicBrainz). Testing set: 50 natural language queries (DBpedia), 50 natural

language queries (MusicBrainz).

– Datasets: DBpedia with YAGO Links (DBpedia 3.6) [74] (Open domain), MusicBrainz

(Domain specific).

Comparatively, the QALD 2011 DBpedia provides a test collection which targets a large-

schema, higher heterogeneity scenario, a core criteria which was not satisfied by the

Tang & Mooney test collection. The test collection is part of the Question Answering

over Linked Data (QALD) challenge, a community supported challenge to provide a

reproducible and comparative evaluation across different QA over Linked Data systems.

The next sections provide the quantitative analysis of the QALD test collection according

to the metrics described in Table 9.1.

9.3.2 Dataset Analysis

9.3.2.1 Dataset semantic size & heterogeneity requirement

This section describes the analysis of the target dataset (DBpedia 3.6) used in the QALD

2011 test collection.

DBpedia [74] is an open domain RDF dataset derived from structured/semi-structured

information present in Wikipedia, including infoboxes data and part of its link structure

(e.g. category, disambiguation links). In the QALD 2011, links to YAGO categories

(represented as rdf:type derived from the category links of Wikipedia) are included in

the test collection. Since DBpedia is derived from Wikipedia, it provides an exemplar in-

stance of a semantically heterogeneous dataset, due to the domain coverage of Wikipedia

and the decentralisation of its content generation.
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Metric DBpedia
3.6

# of instances 9,434,677
# of properties 45,769
# of classes 288,316
# of triples 128,071,259
size 17GB

Table 9.2: Dataset metrics.

Requirement Metrics DBpedia 3.6 Val-
ues

DBpedia 3.6
Coverage

# of classes, and properties > 103s 104−105s 104−105 High
# of records (triples) > 106s 108s High
# of schema editors > 103s 106s High

Table 9.3: Dataset semantic size & heterogeneity requirement coverage.

DBpedia 3.6, the version which is used in the QALD 2011 test collection, has the fol-

lowing number of elements (Table 9.2):

Table 9.3 describes the coverage of the scale of the metrics associated with the dataset

size & semantic heterogeneity requirement.

Conclusion: The DBpedia dataset provides a large-schema/schema-less and seman-

tically heterogeneous dataset and it is appropriate for the evaluation of open domain

schema-agnostic query mechanisms.

9.3.3 Query Set Analysis

9.3.3.1 Test Collection Format

The QALD 2011 query set contains 50 training and 50 test question-answer (QA)

pairs. Each QA item in the QALD test collection contains three elements: (i) the

natural language question (<string>); (ii) the corresponding structured SPARQL query

(<query>); (iii) answer (<answers>). Figure 9.1 depicts a task item of the QALD

2011 test collection. The query set and the associated SPARQL mappings are listed in

Appendix A. The answers are available in 1.

The following subsections measure different dimensions of the query set: (i) query fea-

tures analysis and (ii) query patterns analysis.

1http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/?x=home&q=1

http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/?x=home&q=1
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Figure 9.1: Question item from the QALD 2011 test collection.

Query Features QALD-
DBpedia’2011

Contains instance reference 0.63

Contains class reference 0.12

Contains complex class reference 0.10

Contains operator reference 0.15

Contains constraint composition 0.84

Table 9.4: Statistics for the features of the QALD-DBpedia’2011 query set.

9.3.3.2 Structural Variability

A comprehensive query set should be expressed in the structural variability of possible

user queries, mapping to different database structures and containing references to dif-

ferent query features and patterns. The structural variability expressed in the query set

supports the evaluation of a schema-agnostic query mechanism to cope with structural

differences between query and dataset.

Query Feature Analysis

Natural language queries over databases can be classified according to the presence

of the set of features, according to references to data model types elements, database

operators or different compositional patterns. In this analysis we use the set of query

features which were described in Sections 8.5.5 and 8.5.4.

Table 9.4 shows the distribution of query features in the QALD 2011 query set.
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Unique Query Pattern Freq
INSTANCE PREDICATE VARIABLE 0.4489
CLASS TYPE VARIABLE VARIABLE PREDICATE VARIABLE 0.1020
VARIABLE PREDICATE VARIABLE VARIABLE TYPE COMPLEX CLASS 0.0816
INSTANCE PREDICATE VARIABLE VARIABLE PREDICATE VARIABLE 0.0816
CLASS TYPE VARIABLE VARIABLE PREDICATE INSTANCE 0.0408
INSTANCE PREDICATE VARIABLE VARIABLE TYPE COMPLEX CLASS DISJ 0.0408
INSTANCE PREDICATE VARIABLE VARIABLE TYPE COMPLEX CLASS 0.0408
VARIABLE TYPE CLASS VARIABLE PREDICATE VARIABLE DISJ 0.0204
CLASS TYPE VARIABLE VARIABLE PREDICATE VARIABLE ORDER 0.0204
COMPLEX CLASS TYPE VARIABLE VARIABLE PREDICATE VARIABLE AGGRE-
GATE

0.0204

INSTANCE PREDICATE VARIABLE VARIABLE PREDICATE VARIABLE DISJ 0.0204
COMPLEX CLASS TYPE VARIABLE VARIABLE PREDICATE VARIABLE ORDER 0.0204
CLASS TYPE VARIABLE VARIABLE PREDICATE INSTANCE VARIABLE PREDI-
CATE VARIABLE DISJ

0.0204

CLASS TYPE VARIABLE VARIABLE PREDICATE INSTANCE VARIABLE PREDI-
CATE VARIABLE ORDER

0.0204

CLASS TYPE VARIABLE VARIABLE PREDICATE INSTANCE VARIABLE PREDI-
CATE VARIABLE

0.0204

# of unique patterns 14

Table 9.5: Unique query patterns (QALD 2011).

Conclusion: Each query feature category has a significant representation (> 10%) in

the query set. The distribution is not homogeneous and is more biased towards queries

containing instances.

Query Patterns Analysis

This analysis aims at measuring the number of unique data graph patterns which are

covered in the QALD 2011 datasets, aiming at providing an indication of the level of

query expressivity expressed in the test collection. The first query categorization ap-

proach consists in the generation of query patterns based on data model types (instance,

class, complex class, property, value). Table 9.5 describes the distribution of the unique

data graph patterns for the QALD 2011 query set.

For the 50 QALD 2011 test query set there are 14 distinct query patterns. The query

sets provide a comprehensive combination of different query patterns. However, the

set of unique patterns are not evenly distributed. This difference in the distribution of

patterns can be justified by the uneven distribution of usage patterns, where queries

asking for an instance and an attribute tend to be more frequent over complex queries.

The distribution of primitive triple patterns is derived from the set of query patterns.

Table 9.6 shows the set of unique references for entity type triple patterns and operator

types, while Table 9.6 describes the unique triple patterns for the QALD 2011 query set.

Conclusion: The QALD 2011 query set shows a comprehensive set of query and triple

patterns patterns based on the composition of data model types and operator types.
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UNIQUE TYPE PATTERNS PROBS
INSTANCE-PREDICATE-VARIABLE 0.577
VARIABLE-PREDICATE-VARIABLE 0.207
VARIABLE-TYPE-CLASS 0.124
VARIABLE-TYPE-COMPLEX CLASS 0.087
VARIABLE-PREDICATE-VALUE 0.004

OPERATORS PROBS
ORDER 0.6
AGGREGATE 0.333
COMPARISON 0.067

Table 9.6: Unique triple patterns (QALD 2011).

The interpretation of the performance metrics should take into account the distribution

of the different patterns in the dataset.

9.3.4 Conceptual/Vocabulary Gap Patterns

This section analyses the conceptual and vocabulary gap patterns expressed in the test

collection. Two types of analysis are performed: (i) distribution of conceptual-level

differences and (ii) distribution of lexical categories’ differences.

Conceptual-level variation

In this analysis, the query-datasets alignments were classified according to the following

categories:

– IDENTICAL: Query term A is identical to dataset element B.

– SUBSTRING: Query term A is a susbtring of the dataset element B or vice-versa.

– STRING SIMILAR: Query term A has levenshtein distance > 0.6 in relation to

dataset element B.

– RELATED: Query term A is semantically related to dataset element B.

– MISSING VOCABUALRY MATCH:Query termA does not have a corresponding

dataset element B or vice-versa.

The analysis was performed by a manual classification of all query-dataset conceptual

mappings present in the dataset. The distribution of each type of mapping is individually

analyzed and categorized according to its data model type.
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Conceptual/Vocabulary Gap Type Data Model
Type

%

RELATED CLASS 0.2941
STRING SIMILAR CLASS 0.1176
IDENTICAL CLASS 0.1176
SUBSTRING CLASS 0.4705
IDENTICAL COMPLEX CLASS 0.5
STRING SIMILAR COMPLEX CLASS 0.1
RELATED COMPLEX CLASS 0.4
RELATED INSTANCE 0.0980
IDENTICAL INSTANCE 0.6960
SUBSTRING INSTANCE 0.1470
STRING SIMILAR INSTANCE 0.0490
MISSING VOCABUALRY MATCH INSTANCE 0.0098
MISSING VOCABUALRY MATCH NULL 1
SUBSTRING PREDICATE 0.1680
MISSING VOCABUALRY MATCH PROPERTY 0.1092
RELATED PROPERTY 0.4117
IDENTICAL PROPERTY 0.1680
STRING SIMILAR PROPERTY 0.1428
IDENTICAL VALUE 0.25
SUBSTRING VALUE 0.75

Table 9.7: Distribution of vocabulary gap types for each entity types (QALD 2011).

Table 9.7 shows the classification of conceptual/vocabulary gap types for different data

model types. INSTANCES and VALUES are expected to be less bound to semantic

variation. INSTANCES for example are likely to concentrate named entities, which are

less bound to lexical variation or abstraction level variation, as they tend to describe

specific objects. For INSTANCES, most of the vocabulary gap types should be con-

centrated in the (IDENTICAL, SUBSTRING or STRING SIMILARITY) categories,

which is reflected in the distribution for INSTANCES. CLASSES and PROPERTIES

express the description of the categories and characteristics of objects, which is likely to

be shared across different objects and to be expressible under different conceptualiza-

tions. For CLASSES and PROPERTIES the semantic gap should be more evident with

a large representation of the RELATED vocabulary gap category, which is confirmed in

the query set analysis (Table 9.7). COMPLEX CLASSES have more than two words

making it likely that at least one of the words should vary between the query-dataset

terms, which is confirmed in the query set data.

Conclusion: The query set analysis shows that the frequency distribution of vocabulary

gap types provide a comprehensive semantic mapping scenario to evaluate different types

of conceptual alignments for schema-agnostic query mechanisms. The distribution also

reflects the expected vocabulary gap behavior for each data model category.

Lexical Categories
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Evidence of the vocabulary gap can also be measured by analysing the differences be-

tween lexical categories from the query terms and dataset entity terms. Alignments

containing different lexical categories tend to be more difficult to resolve. For this anal-

ysis task each term in the query set and the corresponding dataset terms were analysed

using its lexical categories (part-of-speech (POS) tags). The POS Tags alignments were

classified according to the following categories:

– IDENTICAL: Query POS Tag A is identical to dataset element POS Tag B.

– UNMATCHED: Query POS Tag A does not match the POS Tag of dataset element

B.

– PARTIAL MATCH: Query POS Tag A partially matches the POS Tag of element B

and vice-versa.

– NULL VOCAB ELEMENT: There is no corresponding matching query-dataset ex-

plicit alignment.

Table 9.8 shows the distribution of POS Tag matching categories for each entity type.

The distribution confirms a similar pattern to the previous analysis. INSTANCE and

VALUE entity types tend to be expressed in the same lexical category (large incidence

of alignments in the IDENTICAL and PARTIAL MATCH). CLASS and PROPERTIES

from different lexical categories are represented by the UNMATCHED class, reflecting

variations in the lexical expression and abstraction-level differences.

Table 9.9 shows the total distribution of the POS Tag matching categories, including the

number of distinct matchings, i.e. unique POS Tag combinations between alignment.

QALD 2011 contains 57 unique POS Tag matchings (39.3% of the total matchings).

Conclusion: The QALD 2011 test collection contains a representative distribution of

the variation of lexical category alignments.

9.3.4.1 Realistic & Representative Query Set: Comparative Analysis with

Query Logs

The previous sections provide an analysis of the representativeness of the dataset with

regard to the distribution of query patterns and the distribution of query-dataset map-

pings.

In order to provide additional evidence of the representativeness of the test collection,

the QALD query set was compared to the USEWOD dataset [245]. USEWOD is a
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POS Tag Match Vocabulary Type Value
PARTIAL MATCH CLASS 0.2941
UNMATCHED CLASS 0.5294
IDENTICAL CLASS 0.1764
UNMATCHED COMPLEX CLASS 0.3
IDENTICAL COMPLEX CLASS 0.5
PARTIALMATCH COMPLEX CLASS 0.2
IDENTICAL INSTANCE 0.7156
UNMATCHED INSTANCE 0.1470
NULL VOCAB ELEMENT INSTANCE 0.0098
PARTIAL MATCH INSTANCE 0.1274
NULL VOCAB ELEMENT NULL 1
NULL VOCAB ELEMENT PROPERTY 0.0084
UNMATCHED PROPERTY 0.5126
NULL QUERY ELEMENT PROPERTY 0.1008
PARTIAL MATCH PROPERTY 0.0924
IDENTICAL PROPERTY 0.2857
IDENTICAL VALUE 0.5
UNMATCHED VALUE 0.5

Table 9.8: POS Tag matching patterns (categorized by data model types) (QALD
2011).

QALD 2011 TEST
POS match type prob
P(IDENTICAL) 0.5379
P(UNMATCHED) 0.2689
P(PARTIAL MATCH) 0.1034
P(NULL VOCAB ELEMENT) 0.0551
P(NULL QUERY ELEMENT) 0.0344
Totals
OF MATCHINGS 145
OF DISTINCT MATCHINGS 57

Table 9.9: POS Tag matching patterns (aggregated) (QALD 2011).

research dataset which contains query log data from different SPARQL endpoints. In

this analysis the DBpedia query logs in USEWOD were analysed according to a set

of features and compared to the same features in the QALD dataset. The selected

set of features were: # of referenced vocabularies, # of variables, # of classes, # of

instances, # of operators, # of triple patterns (per query). 19,105,182 queries from

the USEWOD were analysed: 10,142,701 (DBpedia 3.8) , 7,161,159 (DBpedia 3.6) and

1,801,322 (DBpedia 3.5).

Table 9.10 contains the distribution of query features of QALD 2011 and USEWOD.

Both query sets are similar in the number of instances, variables and triple patterns.

QALD queries have more references to classes, while USEWOD queries contain more

references to operators and use a larger number of vocabularies. A manual analysis of

the DBpedia USEWOD test collection showed that the query use pattern reflected on

the query logs are not fully comparable to the scenario targeted by the evaluation, where
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QALD
2011
TEST

QALD
2012
TEST

USEWOD
DBPE-
DIA
3.8

USEWOD
DBPE-
DIA
3.6

USEWOD
DBPE-
DIA
3.5

measure mean std
dev

mean std
dev

mean std
dev

mean std
dev

mean std
dev

# of vocabu-
laries

3.26 1.05 3.08 1.18 3.91 6.62 3.2 4.68 1.96 3.96

# of vari-
ables

1.54 0.71 1.19 0.65 1.82 1.22 1.39 0.98 1.5 0.93

# of classes 0.46 0.5 0.29 0.5 0.06 0.26 0.05 0.22 0.11 0.32
# of in-
stances

0.76 0.48 1 0.57 2.16 1.78 3.47 1.94 2.64 1.74

# of opera-
tors

0.28 0.81 0.24 0.54 2.36 4.35 1.38 4.15 2.66 4.9

# of triple
patterns

1.82 1.04 1.58 0.88 1.58 1.38 1.79 0.99 1.75 1.42

# of queries 50 100 10,142,701 7,161,159 1,801,322

Table 9.10: Comparative analysis between the features of QALD 2011 and USEWOD
query logs.

Test Collection Requirements QALD 2011 Coverage
Dataset size & semantic heterogeneity High
Comprehensive query set Medium-high
Query-Dataset semantic gap High
Realistic & Representative query set
collection

Medium-high

Table 9.11: Requirements for the test collection and their associated coverage.

a large percentage of the queries tend to be driven by the use of specific queries, defined

inside applications.

Table 9.11 summarizes the coverage of the requirements by the QALD 2011 test collec-

tion for the DBpedia dataset.

Conclusion: The distribution of the features of the QALD test collection shares similar

dimensions to USEWOD query logs. However, the USEWOD query set captures query

usage patterns which can be different from the traditional question answering over linked

data scenario, tending to concentrate queries which are embedded on specific applica-

tions.

9.3.4.2 Dependency of the evaluation on the QALD Dataset

The QALD dataset defines a large set of query patterns, query-dataset mappings and

different topics in a large-schema setting. Additionally, the comparative analysis to the

query logs shows that there are similarities between features of the QALD queries and

queries issued over the DBpedia endpoint.
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Requirement Metrics
High usability & Low query construc-
tion time

query construction time

High expressivity # of different query patterns addressed
Accurate & comprehensive semantic
matching

precision, recall, f1-measure, mean reciprocal rank, # of
queries answered

Low setup & maintainability effort dataset adaptation effort (minutes), dataset specific seman-
tic enrichment effort per query (secs), dataset specific se-
mantic enrichment effort (minutes)

Low index size & Indexing time index size, dataset/index size ratio, indexing time
Interactive search & Low query-
execution time

query execution time, # of user interactions per query

High scalability index construction time times dataset size, query execution
time times dataset size, index size times dataset size

Table 9.12: Requirements and associated evaluation metrics.

Due to these characteristics and due to the comparability of using a community-supported

test collection, QALD is used at the core of the evaluation methodology of this thesis.

This defines an intrinsic dependency relation between QALD and the evaluation of this

thesis. The quantitative analysis developed in the previous section aimed at making

explicit the key features behind the QALD test collection, showing that QALD contains

characteristics that replicate real-word schema-agnostic conditions.

Ideally a test collection for the evaluation of schema-agnostic queries would be composed

of multiple datasets. This is a shortcoming of the current evaluation setting and it defines

an important methodological improvement for future evaluations.

9.4 Evaluation components & performance metrics

The core goal of the evaluation is to establish the coverage of the requirements dimen-

sions and the hypothesis for the schema-agnostic query mechanism. The analysis of the

requirements coverage is mediated by the mapping of each requirement dimension to

a set of evaluation metrics. Table 9.12 defines the mapping between the requirement

dimensions and the evaluation metrics.

The evaluation is organized according to the categories below:

– Relevance.

– Interaction & Temporal performance.

– Components evaluation.
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– Comparative analysis.

– Critical post-mortem analysis.

The following sections describe the experimental setup and the evaluation categories.

9.5 Evaluation Setup

The schema-agnostic approach is evaluated under an open domain question answering

over Linked Data scenario, using unconstrained natural language queries. The query

mechanism is instantiated in the Treo system. An independent training set of 6 questions

together with 24 questions of the training set was used for the creation of the supporting

prototype (Appendix D).

The query processing approach was evaluated using the Question Answering over Linked

Data 2011 challenge test collection [119]. The query set contains 76 natural language

queries over DBpedia 3.6 containing rdf:type links to YAGO classes. The dataset was

indexed into the τ − Space. The Easy-ESA distributional infrastructure based on

Wikipedia 2006 was used.

The experiments were carried on an Intel core i5-2430M CPU @ 2.40GHz computer with

8GB of RAM.

9.6 Relevance

9.6.1 Relevance Metrics

This part of the evaluation measures the relevance of the results returned by the schema-

agnostic query mechanism. It consists of five metrics: % of queries answered, precision,

recall, f-measure, mean reciprocal rank for each query and the averages for the whole

query set. These measurements are described below:

% of Answered Queries measures the proportion of the queries which were answered

by the query mechanism. A query is considered fully answered if recall = 1.0 and

partially answered if recall ≥ 0.1.

Precision provides a measure of how accurate is the answer set, i.e. the fraction of re-

trieved results that are relevant for the query, and it is given by the following expression:
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p =
number of correct returned answers

number of returned answers
(9.1)

Precision can be limited to the top-k elements returned by the query mechanism. In

this case precision is defined as p@k (e.g. p@10 precision over the top 10 elements).

The avg. precision is given by:

avg. p =
1

N

n
∑

i=1

pi (9.2)

Recall provides a measure of the completeness of the query set and consists of the

fraction of relevant results that are retrieved, and it is given by the following expression:

r =
number of correct returned answers

number of gold standard answers
(9.3)

The avg. recall is given by:

avg. r =
1

N

n
∑

i=1

ri (9.4)

F-measure is an harmonic mean which aggregates precision and recall into a single

measure:

f-measure = 2 ·
precision · recall

precision+ recall
(9.5)

Reciprocal rank provides a measure of the ranking quality. The Reciprocal rank (1/r)

of a query can be defined as the rank r at which a system returns the first relevant entity:

rr =
1

rank number of the first relevant answer
(9.6)

The Mean Reciprocal Rank is given by:

mrr =
1

N

n
∑

i=1

rri (9.7)
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Measure Type Value
Avg. Precision 0.539
Avg. Recall 0.775
Avg. F-Measure 0.561
Avg. MRR 0.431
% of queries answered 0.836
% of queries fully answered 0.627
% of queries partially answered 0.208

Table 9.13: Aggregate relevance results for the query results (QALD 2011 train +
test).

Measure Type Value
Avg. Precision 0.63
Avg. Recall 0.79
Avg. F-Measure 0.70
Avg. MRR 0.49
% of queries answered 0.79

Table 9.14: Aggregate relevance results for the query results (QALD 2011 test set).

9.6.1.1 Relevance Results Analysis

The first category of measurements evaluates the answer relevance using mean avg.

precision, avg. recall, mean reciprocal rank (mrr) and the % of answered queries (fully

and partially answered). The average relevance measures for the QALD queries are

provided in Table 9.13 and Table 9.14. Table 9.13 contains the relevance results for

QALD 2011 train + test sets which in the context of this work are used as test collections.

Table 9.14 reports the relevance of the results for the QALD 2011 test collection.

80% of the queries were answered using the schema-agnostic query processing approach.

The 0.81 recall confirms the hypothesis that the schema-agnostic query processing ap-

proach provides a comprehensive query-dataset matching mechanism. The mean avg.

precision=0.62 and mrr=0.49 confirms the hypothesis that the approach provides an

effective approximative (semantic best-effort) schema-agnostic query mechanism. The

approach returns a limited list of unrelated results, where related results have higher

ranking (where the correct result is between the second and the third rank position),

allowing users to quickly interpret and interact with the semantically related result sets.

The approach was tested under different combinations of query patterns, showing a

medium-high coverage in terms of query expressivity.

Tables 9.15 and 9.16 shows the relevance results for each query.

Conclusion: The query approach provides a high recall, medium-high precision query

mechanism. The high-recall provides evidence of the effectiveness of the ability to cope

with the conceptual/vocabulary and structural gaps. The precision value demands a
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query p r f-m mrr

Give me all actors starring in Batman Begins. 1.00 1.00 1.00 0.23
Is Christian Bale starring in Batman Begins? 1.00 1.00 1.00 1.00
Give me all soccer clubs in the Premier League. 0.05 0.85 0.10 0.20
Which countries in the European Union adopted the
Euro ?

0.30 0.93 0.45 0.16

Who designed the Brooklyn Bridge ? 0.50 1.00 0.67 0.50
Which companies are located in California USA ? 0.03 0.03 0.03 0.12
Which albums contain the song Last Christmas? 1.00 0.86 0.92 0.37
When was the Battle of Gettysburg? 1.00 1.00 1.00 1.00
What is the official website of Tom Hanks? 0.00 0.00 0.00 0.00
What is the currency of the Czech Republic ? 0.50 1.00 0.67 0.50
Who was the wife of Abraham Lincoln? 0.03 1.00 0.06 0.38
Which U.S. states possess gold minerals ? 1.00 1.00 1.00 1.00
What is the profession of Frank Herbert ? 0.01 1.00 0.03 0.09
Who is called Dana? 0.40 0.89 0.56 0.04
Is Proinsulin a protein ? 1.00 1.00 1.00 1.00
In which country does the Nile start? 0.31 1.00 0.47 0.30
Which country does the Airedale Terrier come from? 1.00 1.00 1.00 1.00
Which actors were born in Germany? 0.25 0.23 0.24 0.03
Which television shows were created by Walt Disney
?

0.50 0.70 0.88 0.50

Which capitals in Europe were host cities of the sum-
mer olympic games?

0.16 1.00 0.28 0.16

What is the highest place of Karakoram ? 1.00 1.00 1.00 1.00
Which software has been published by Electronic
Arts?

0.03 0.85 0.07 0.00

What did Bruce Carver die from ? 0.18 1.00 0.31 0.75
Which genre does the website DBpedia belong to? 1.00 1.00 1.00 0.52
What is the highest mountain ? 1.00 1.00 1.00 1.00
What is the area code of Berlin? 1.00 1.00 1.00 1.00
Give me the homepage of Forbes. 0.08 1.00 0.14 0.10
Who was Tom Hanks married to? 0.75 1.00 0.86 0.36
Is there a video game called Battle Chess ? 1.00 1.00 1.00 1.00
In which country is the Limerick Lake ? 1.00 1.00 1.00 1.00
Which people have as their given name Jimmy? 0.80 0.70 0.75 0.33
Who is the creator of Goofy ? 0.50 1.00 0.67 0.29
In which programming language is GIMP written? 0.43 1.00 0.60 0.61
Who created English Wikipedia ? 1.00 1.00 1.00 0.75
Through which countries does the Yenisei river flow? 1.00 1.00 1.00 0.52
Who is the owner of Aldi? 0.33 1.00 0.50 0.43
Who wrote the book The Pillars of the Earth? 0.50 0.50 0.50 0.36
Give me the capitals of all U.S. states. 0.86 0.88 0.87 0.13
Which river does the Brooklyn Bridge cross ? 0.43 1.00 0.60 0.49
Give me all films produced by Hal Roach. 0.98 0.97 0.98 0.01
Who is the author of WikiLeaks? 1.00 1.00 1.00 0.75

Table 9.15: Relevance results for the query results (Part I).

user interpretation effort, to filter out the incorrect answers, in a search engine-like

behaviour. Additional contextual information is important to allow users to filter out

incorrect results.

Impacts requirements: (i) High usability & Low query construction time; (ii) High

query expressivity ; (iii)Accurate semantic matching ; (iv) Comprehensive semantic match-

ing ;
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query p r f-m mrr

Which European countries are a constitutional monar-
chy ?

0.18 1.00 0.31 0.12

Who was the successor of John F. Kennedy? 1.00 1.00 1.00 1.00
What are the official languages of the Philippines ? 0.60 1.00 0.75 0.26
Who created English Wikipedia? 1.00 1.00 1.00 1.00
Which museum exhibits The Scream by Munch ? 0.50 1.00 0.67 1.00
Give me all school types. 0.93 0.93 0.93 0.04
What languages are spoken in Estonia? 0.67 1.00 0.80 0.27
Is Natalie Portman an actress? 1.00 1.00 1.00 1.00
What is the revenue of IBM? 1.00 1.00 1.00 0.75
Which are the presidents of the United States of Amer-
ica ?

0.98 0.95 0.97 0.10

Which books were written by Danielle Steel? 0.67 1.00 0.80 1.00
When was Lucas Arts founded? 1.00 1.00 1.00 1.00
Which people were born in Heraklion ? 0.14 0.10 0.12 0.17
Who is the owner of Universal Studios? 0.17 1.00 0.29 0.31
Which companies are in the computer software indus-
try?

0.59 0.55 0.57 0.00

Is the wife of Barack Obama called Michelle ? 1.00 1.00 1.00 1.00
Where did Abraham Lincoln die? 0.02 1.00 0.03 0.12
Who is the mayor of New York City ? 0.20 1.00 0.33 1.00
How tall is Claudia Schiffer? 0.09 1.00 0.17 1.00
Who developed the video game World of Warcraft? 1.00 1.00 1.00 0.75
Give me all European Capitals! 0.98 0.91 0.94 0.08
Give me the birthdays of all actors of the television
show Charmed.

0.00 0.00 0.00 0.00

Since when is DBpedia online? 0.50 1.00 0.67 0.50
How many films did Leonardo DiCaprio star in ? 1.00 1.00 1.00 1.00
Was U.S. president Jackson involved in a war ? 1.00 1.00 1.00 1.00
Which classis does the Millipede belong to ? 0.96 1.00 0.98 0.07
Which states border Utah? 0.00 0.00 0.00 0.00
In which films directed by Garry Marshall was Julia
Roberts starring?

0.10 1.00 0.18 0.21

Which actors were born in Germany ? 0.25 0.23 0.24 0.03
Which birds are there in the United States ? 0.88 0.79 0.83 0.02
Which software has been published by Mean Hamster
Software ?

1.00 1.00 1.00 0.46

When was DBpedia released ? 0.50 1.00 0.67 0.50
When was Capcom founded ? 1.00 1.00 1.00 0.61
Who is the daughter of Bill Clinton married to? 1.00 1.00 1.00 1.00
Which presidents of the United States had more than
three children?

0.50 1.00 0.67 0.67

List all episodes of the first season of the HBO televi-
sion series The Sopranos

0.00 0.00 0.00 0.00

Table 9.16: Relevance results for the query results (Part II).

9.6.2 Query Type Relevant Results

The goal of the relevance evaluation categorized by query features is to define which

query features are better resolved by the query mechanism. Table 9.17 shows the cate-

gorized relevance metrics.

Queries with instances (semantic pivots) have better recall compared to queries with

classes or complex classes semantic pivots. Composition operations such as path queries

are addressed by the query processing mechanism. Queries containing references to op-

erators are addressed in most of the cases. However, these results need to be interpreted

in the context of the proportion of queries which have a reference to an operator.
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Measure all
queries

queries
with in-
stances

queries
with
classes

queries
with
com-
plex
classes

queries
with
opera-
tors

path

Avg. Precision 0.61 0.65 0.77 0.46 0.88 0.63

Avg. Recall 0.87 0.95 0.76 0.67 1.00 0.88

Avg. F-Measure 0.66 0.71 0.76 0.49 0.92 0.68

Avg. MRR 0.49 0.59 0.44 0.19 0.92 0.56

Table 9.17: Aggregated relevance results for the query results grouped by the presence
of query feature.

Conclusion: The presence of instances as a semantic pivot increases the recall of the

query mechanism, in contrast with complex classes as semantic pivots. The query mech-

anism is able to address queries with compositional patterns such as property paths and

also map to database operators. Queries targeted by the QALD 2011 test collection

focuses on factoid questions.

9.6.3 Component Relevance Results

The second category of measurements in Table 9.18 evaluates individually the core search

components of the approach: instance/class(pivot) term search and distributional prop-

erty search for different query features. The following categories and associated metrics

were evaluated:

– Semantic Pivot Search (avg. precision, recall, MRR)

– Query-Vocabulary Term Matching (avg. precision, recall, MRR)

– Structural Matching (accuracy)

– User Feedback (# of user interventions)

Queries with instances as semantic pivots have higher precision and recall compared

with queries with class pivots. The individual performance of these two components

minimizes the number of user-feedback for disambiguation over the distributional index.

To support an effective user feedback dialog mechanism, the set of returned results should

have high mrr and precision. From a user-interaction perspective, an average mrr higher

than 0.33 (where the target result is ranked third on the list) provides a low impact

disambiguation mechanism. The measured average mrr=0.91 for semantic pivot search

and 0.76 for property search components provide a low interaction cost disambiguation
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Type Measure all
queries

w/
in-
stances

w/
classes

w/ com-
plex
classes

w/
op-
era-
tions

w/
const.
comp.

Query
Process-
ing

Mean Avg. Precision 0.62 0.65 0.77 0.46 0.88 0.63

Avg. Recall 0.81 0.93 0.76 0.67 1.00 0.87
MRR 0.49 0.59 0.44 0.19 0.92 0.56
% of queries answered 0.80 0.94 0.80 1.00 0.75 0.82
% of queries fully an-
swered

0.62 0.81 0.40 0.30 0.75 0.70

% of queries partially an-
swered

0.21 0.13 0.40 0.70 0.00 0.12

Semantic
pivot
Search

Avg. Entity Precision 0.47 0.49 0.56 0.27 0.36 0.49

Avg. Semantic pivot Re-
call

1.00 1.00 1.00 1.00 1.00 1.00

Semantic pivot MRR 0.91 0.96 0.73 0.82 1.00 0.90
% of semantic pivot
queries fully answered

0.88 1.00 1.00 1.00 0.75 0.88

Avg. # of semantic
pivot disambiguation op-
erations per query

0.14 0.06 0.40 0.30 0.25 0.12

Property
Search

Avg. Property Precision 0.45 0.36 0.18 0.52 0.43 0.42

Avg. Property Recall 0.95 0.98 0.67 1.00 1.00 0.95
Property MRR 0.76 0.81 0.30 0.40 0.71 0.83
% of property queries fully
answered

0.65 0.90 0.60 0.00 0.75 0.74

Avg. # of property dis-
ambiguation operations
per query

0.05 0.06 0.20 0.00 0.25 0.05

Table 9.18: Evaluation of the query processing mechanism results using natural lan-
guage queries. Measures are collected for the full query mechanism and its core subcom-
ponents: entity search and property search. The measures are categorized according to

the query features.

mechanism. Both semantic pivot and property search have a high recall value (1.0 and

0.95 respectively). Compared with queries with instances as pivots, queries containing

classes as pivots have a significantly higher number of semantic pivot disambiguation

operations, since classes are referenced in many different contexts and their specificity is

lower. The evaluation shows that the semantic matching copes with the ability to handle

lexical variation (including non-taxonomic and from different POS). Most queries do not

require user disambiguation. The average number of user clicks per query is 0.14 for

semantic pivots and 0.05 for properties. The number of entity disambiguations is higher

than the number of properties’ disambiguations.
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Measure value
Avg query execution time (ms) 8,530
Avg. semantic pivot search time (ms) 3,495
Avg. property search time (ms) 3,223
Avg. number of search operations per
query

2.70

Avg. index insert time per triple (ms) 5.35
Avg. index size per triple (bytes) 250

Table 9.19: Temporal and size measures of the distributional semantic index.

9.7 Temporal & Index Size Performance Evaluation

The query approach was evaluated for its temporal performance in relation to its query

and indexing time and also in relation to the size for the representation of the graph

data in the distributional index. The following evaluation metrics were used:

– Evaluation of the Query Execution Time: avg. query execution time (ms), avg.

semantic pivot search time, avg. property search time.

– Evaluation of the Indexing Time: avg. insert time per triple (ms).

– Evaluation of the Indexing Size: avg. index document size per triple (bytes).

The values of the metrics are displayed in Table 9.19.

The 8,530 ms average query execution time supports an interactive query mechanism.

Queries with the (INSTANCE - PREDICATE - VARIABLE) pattern are typically per-

formed in less than 2,000 ms, while the longest query ‘What is the highest mountain?’ is

performed in 53,623 ms. In this lost case, most of the query execution time concentrates

in operations which are not optimized in the Treo system (e.g extensional expansion,

sorting and doing a conditional filter over a set of approximately 50,000 mountain in-

stances).

The index construction time is the sum of the triple indexing time and the distributional

vector request time. While the avg. distributional vector request time is 82 ms per

request, each distributional vector is just requested and stored in the index once per

indexed term.

The distributional index size increased in 17.64 % the dataset size.

Conclusion: The query processing model and the distributional semantic index pro-

vides the basis for an interactive query mechanism. The distributional semantic vector

request provides a significant overhead for the index construction time, in comparison
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Measure value
Dataset specific a priori adaptation ef-
fort (minutes)

0.00

Dataset specific semantic enrichment
effort per query (secs)

0.00

Dataset specific semantic disambigua-
tion effort per query (secs)

2.20

Table 9.20: Dataset adaptation effort.

with term indexing approaches. However, the distributional index construction times

scales to large datasets.

Impacts requirements: (i) Interactive search & Low query-execution time, (ii) High

scalability.

9.8 Transportability Evaluation

The transportability evaluation takes into account the effort involved in customizing a

query mechanism to a specific dataset. Some query mechanisms require a manual cus-

tomization effort (dataset adaptation) during indexing time or a semantic interaction

effort during query time, which may involve tasks such as semantic enrichment and dis-

ambiguation, where the user manually defines the semantic relationship between query

and dataset terms (enrichment) or selects a query-dataset alignments from a list (dis-

ambiguation). While this effort is not typically measured in the context of QA systems,

the goal of this evaluation is to make this effort more explicit and comparable across

different systems.

Table 9.20 describes the measures associated with the adaptation effort. The proposed

approach does not require an a priori dataset adaptation effort during indexing time. Ad-

ditionally, because the assumption of a high recall provided by a distributional semantics

matching mechanism, the mechanism does not require a manual semantic enrichment

step. The approach used disambiguation dialog for increasing mostly the precision of a

small percentage of the queries.

Conclusion: The approach provides a low adaptability effort. Most of the queries did

not require a disambiguation effort.

Impacts requirements: (i) Low setup & maintainability effort
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9.9 Critical Post-mortem Analysis

In the evaluation test collection three queries had precision = 0 and recall = 0. The

analysis provides an analysis and justification of the queries which are not covered by

the mechanism.

Query: Give me the birthdays of all actors of the television show Charmed.

Analysis: ‘television show’ is resolved to a property instead of being identified as the

type of the instance associated with the named entity ‘Charmed’. The error is in the

query analysis phase of the pipeline (entity type identification). In case the analysis

was corrected the alignments (‘actors’ → :starring) and (‘birthday’ → :birthDate) are

resolved using the semantic relatedness measure with scores above the threshold, with

values 0.029 and 0.017 respectively as well as the core entity-semantic pivot alignment

between (‘Charmed’ → :Charmed).

Query: List all episodes of the first season of the HBO television series The Sopranos.

Analysis: Identifies ‘HBO television series The Sopranos’ as the core entity and does

not resolve to the right semantic pivot (http://dbpedia.org/resource/The Sopranos). The

error is in the query analysis phase of the pipeline (core entity identification). The

approach identifies correctly the core entity-semantic pivot alignment (‘The Sopranos’

→ :The Sopranos) and the (‘episode’ → :series) and (‘season’ → :season) alignments

which have semantic relatedness values 0.165 and 1.0 respectively.

Query: In which films directed by Garry Marshall was Julia Roberts starring?

Analysis: The query was resolved by the query mechanism with p=0.1 and r=1.0.

However, the query was not mapped to its correct structured format. The query analysis

step mapped the NL query into a path query with the type pattern (INSTANCE -

PROPERTY - PROPERTY - INSTANCE) instead of the star-shaped query.

Conclusion: All the major errors are concentrated in the query analysis step. The

approach needs better identification mechanisms for entities, in particular, compositions

between instances and natural language terms which define the associated class of in-

stances (e.g. television show - Charmed). The provision of a backtracking mechanism

for the selection of the semantic pivots can play a major role in the improvement of

the mechanism, where different semantic pivot hypothesis are tested. Additionally, the

current mechanism needs to better identify patterns which map to star-shaped queries,

by improving the detection of more implicit conjunction mechanisms.
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System avg.
recall

avg.
pre-
cision

f-measure % of
queries
answered

Treo 0.79 0.63 0.70 79%
PowerAqua 0.54 0.63 0.58 48%
FREyA 0.48 0.52 0.50 54%
Unger et al. 0.63 0.61 0.62 -

Table 9.21: Comparison with existing systems for the QALD 2011 test set.

9.10 Comparative Evaluation with Existing QALD Sys-

tems

In addition to the set of metrics associated with the requirements coverage, the existing

approach is compared against other state-of-the-art baseline systems.

Table 9.21 shows the comparison between the distributional approach with three baseline

systems. The system outperforms the existing approaches in recall and % of answered

queries, showing equivalent precision to the top performing system. Analyzing the query

features related to the queries with f-measure < 0.1 it can be observed that most of the

queries which were not answered by PowerAqua have aggregations and comparisons

(53%- 9 queries) and/or reference to classes (70% - 12 queries). For Freya, the same

pattern was observed: queries with aggregations and comparisons account for 50% (7

queries) of the queries with f-measure < 0.1, while queries with reference to classes

account for 64% (9 queries). Comparatively, the proposed approach is able to cope with

queries containing references to aggregations and comparisons and reference to classes

(accounting for 40% on the queries which were not answered - 2 queries). The results

for PowerAqua and Freya can be found in Appendix E.

The difference in the results can be explained by the construction of a comprehensive

query planning algorithm, which provides a mechanism to detect core query features

and map them into a schema-agnostic query execution plan (which in the context of this

work, defines the compositional model).

9.11 Requirements Coverage

The previous sections focused on providing a detailed evaluation of the proposed query

approach, where different dimensions of the requirements were evaluated. These dimen-

sions are summarized in Table 9.22.

Each category has the possible values: Low, Medium-Low, Medium, Medium-High, High.
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Requirement Coverage Suitability of the Evaluation Setup
High usability & Low
query construction time

High Usability not explicitly covered in the evalua-
tion (Intrinsic to open natural language inter-
faces

High query expressivity Medium-
high

Medium-High

Accurate semantic match-
ing

Medium-
high

High

Comprehensive semantic
matching

High High

Low setup & maintain-
ability effort

High High

Interactive search & Low
query-execution time

Medium-
high

High

High scalability Medium Medium-low

Table 9.22: Requirements coverage of the proposed schema-agnostic query approach.

The analysis of the corroboration of the hypotheses are summarized in the Conclusions

chapter.

9.12 Chapter Summary

This chapter describes the evaluation of the proposed schema-agnostic query approach

using the Question Answering over Linked Data (QALD 2011) test collection. The

suitability of the test collection to support the evaluation of schema-agnostic queries

is verified by statistically analyzing features of the test collection related to the thesis

hypotheses. The query approach is evaluated using metrics which map to the set of

core requirements for schema-agnostic queries. The proposed approach, confirmed the

research hypotheses and had a high coverage of the core requirements for schema-agnostic

queries under a semantic best-effort scenario (high-recall and medium precision). The

post-mortem analysis of the query mechanism shows that limitations of the approach

were concentrated on the transformation of natural language queries to the query plan.

The associated publication to this chapter is [236].
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Generalization & Further

Applications

10.1 Semantic Approximations at Scale

Efficient semantic approximations and the property of schema-agnosticism can impact

different areas, from reasoning to the construction of schema-agnostic information sys-

tems. In this chapter, the proposed approach is generalized into its core principles (Sec-

tion 10.2.1), to facilitate the reuse of these principles in other application contexts. From

the core principles, two generalizations are described: the first involving a distributional-

based semantic interpretation model derived from the principles (Section 10.2.2) and the

second is an extension of the Semantic Web Stack to include distributional semantics

components (Section 10.6.2).

Additionally, two different application scenarios using the principles are described: first

applying the proposed distributional semantics-based semantic approximation to a logic

programming scenario (Section 10.4) and the second applying the proposed approach to

allow approximative and selective reasoning over incomplete knowledge bases (Section

10.3). These two applications employ the same principles used in the definition of the

schema-agnostic query mechanism, and can be interpreted as further outcomes of the

application of schema-agnosticism and distributional-based semantic approximation to

reasoning and logic programming.

285
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10.2 Knowledge-based Semantic Interpretation

10.2.1 Core Principles

The proposed schema-agnostic query approach defines a semantic approximation process

which can be summarized into the following six principles:

– Hybrid distributional-relational semantic model: Use of the distributional se-

mantics as a complementary layer to the relational semantics, where the semantics of

the terms in the schema is extended with the symbolic relations expressed in a reference

corpora.

– Semantic pivot: Consists on the selection of the easiest mapping (query-data align-

ment) through the application of heuristic methods based on lexical categories and term

specificity.

– Context-based distributional semantic approximation: Whenever possible, the

distributional semantic approximation should be done using a semantic pivot which

serves to define the semantic context and the reduction of the semantic matching space.

– Lightweight structural assumptions on the syntactic-semantic interface: Syn-

tactic information is used to detect possible entities and their binary relationships. There

is no a priori predicate/argument structure associated to the terms in the sentence.

The predicate-argument structure is given a posteriori by the database entities. The

predicate-argument structure (structural mapping) follows from the combination of the

query term-dataset entity mapping to the partial isomorphism between the sentence

syntactic relations and the dataset structure.

– Semantic best-effort: The approach does not assume absolute accuracy of results for

an automated approximation.

– Locality of the semantic approximation: Most semantic approximations in the

context of semantic matching for addressing the vocabulary problem have evidence likely

to be expressed in corpora, targeting more local semantic relations, instead of complex

chains of relations, which are more intrinsic to knowledge discovery scenarios.

These principles can be applied to other semantic approximation scenarios (outside the

context of schema-agnostic queries), such as for approximate reasoning. This chapter

describes two further applications of these principles in the context of logic programming

and approximate reasoning.
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10.2.2 Semantic Interpretation Model

The compositional-distributional model behind the semantic approximation model can

be generalised into a semantic interpretation model which has the particular properties

described below:

– Coupled syntactic parsing and semantic resolution to a KB.

– Lexical approximation in the context of the KB.

– Structural approximation in the context of the KB.

The knowledge-based semantic interpretation (KBSI) process starts with the syntactic

parsing of the natural language sentence. The grammar should take into account the

prioritization of the semantic pivot, which provides the entry-point for the interpretation

of the natural language sentence. The selection of the semantic pivot is expected to

maximize two elements:

– Semantic mapping probability: By minimizing the influence of the AVS conditions.

– Context definition: Selection of the sentence term which contains the most topical entity

for the interpretation of the remaining sentence elements.

After the alignment of the semantic pivot, the syntactic relations define the semantic

interpretation sequence. The interpretation process uses semantic approximations for

the conceptual mapping, considering the structural constraint imposed by the sentence

syntax. The final logical form is defined by the mapping to the KB entities and their

associated predicate-argument structure.

The grammar associated with the KBSI provides mapping from lexical categories and

their combinations into data model categories (e.g. instance, predicate (class, property)).

Additionally, the grammar uses a set of mapping and transformation operations over the

KB.

– ζmodel(t, E): Vector-space based semantic approximation.

– χ(e): Extensional expansion.

– π(e): Gets the predicates associated with an instance or a class e.
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Figure 10.1: Schematic representation of the knowledge-based semantic interpretation
model.

– σ(expr): Variable resolution (selection).

– op(T ): Database functional operators {aggregation and conditional}.

– Lop: Logical operators {and, or}.

The application of the KB operations provides the definition a KB-based context which

changes after the application of each operation. Figure 10.1 depicts a schematic repre-

sentation of the KBSI model.

The KBSI model can be contrasted with traditional semantic interpretation models,

which assumes a first step mapping the natural language sentence to a logical form,

which is followed by a logical reasoning step using the structured knowledge base. This

model requires the KB to contain the semantic representation of the sentence, overload-

ing the structured KB with a demand for the explicit representation of the relations

connecting the query terms to the database vocabulary. Figure 10.2 depicts a schematic

representation of more traditional semantic interpretation models.

10.2.3 KB-based Grammar

Semantic parsing mechanisms such as Combinatory Categorial Grammar (CCG) can be

adapted to describe the proposed semantic interpretation model. CCG defines different

types of combinators, which operate in syntactically-typed lexical items [246]. The
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Figure 10.2: Schematic representation of semantic interpretation model mapping
syntactic structures to logical forms.

combinators are applied in sequence until the sentence has an interpretation or proof,

i.e. the derived type is the type of the whole expression.

A CCG grammar is defined by:

– Syntactic Types

∗ Primitive type: Consists of primitive syntactic types such as S, N, or NP.

∗ Complex type: Complex types of the form X/Y or X \ Y are functor types which take an

argument of type Y, returning an element of type X. The ‘/’ denotes that the argument

should appear to the right and the ‘\’ denotes that the argument should appear on the

left. Examples of complex types are: S\NP, NP/N.

– Combinators

∗ Application: Resolves the argument for a functor type. The application is defined as:

α : X/Y β : Y

αβ : X
>

β : Y α : X/Y

βα : X
<

∗ Composition: Compose different functor type elements. The composition is defined as:
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α : X/Y β : Y/Z

αβ : X/Z
B>

β : Y \Zα : X\Y

βα : X\Z
B<

∗ Type-raising: Convert an argument type to a new functor type.

α : X
α : T/(T )

T>

α : X
α : T\(T/X)

T<

In order to generate the KB-CCG (Knowledge-Based CCG), the set of data model types

are included. The data model types are specific to the targeted data models. In the

context of this work, the set of data model types DM is derived from RDF(S) data

model types DM = {I, C, P, Op} (instance, class, property, query operators). Different

syntactic types are associated with different data model types, for example:

– NNP NNP → I

– NN IN → P

– · · ·

The mappings {syntactic type} → {data model type} denote the possible data model

correspondence of the syntactic types. One syntactic type can correspond to one or

more data model types.

The set of operations O are associated with the data model types and their composition:

– I : ζI(t
I , I)

– I’\P :ζDSM (tP , π(tI
′
))

– I’P’: σ(tI
′
tP

′
?X)

– Op : ζDSM (tOp,O)

– Op’ : op(T )
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– C : ζDSM (tC , C)

– C’ : χ(e)

– · · ·

After a term is resolved to a specific instance of a data model type, it is typed as a data

mapping type using ‘” on the data type I’, P’, C’.

The example below shows the interpretation of a sentence under the KB-CCG.

Example I:

Query: ‘Give me the wife of Barack Obama.’, KB = DBpedia.

The CCG derivation for the example sentence is described below.

Give me the
S/I ′

wife

NN

of

NN\P

P
>

Barack
NNP

Obama
NNP\I

I : ζI(‘Barack Obama
′, I)

G

I ′

P\I ′ : ζDSM (‘wife′, π(: Barack Obama))
<

P ′I ′ : σ(: spouse(: Barack Obama, x))
G

I ′

S
>

10.3 Further Applications: Approximate and Selective Com-

monsense Reasoning

10.3.1 Introduction

With the evolution of open data, better information extraction frameworks and crowd-

sourcing tools, large-scale structured KBs are becoming more available. This data can be

used to provide commonsense knowledge for semantic applications. However, reasoning

over this data demands approaches which are able to cope with large-scale, semantically

heterogeneous and incomplete KBs. In this section the principles behind the schema-

agnostic approach are applied to support selective and approximative commonsense

reasoning over large-scale commonsense KBs.
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John Smith Engineeroccupation

Engineer learnsubjectof

education

universitycollege

degree

gives

atlocation

Instance-level 

KB

Terminology-level

 KB
have or involve

memorization

is a

...

2

1

KB KB Graph

Figure 10.3: (1) Selection of meaningful paths, (2) Coping with information incom-
pleteness.

10.3.2 Motivational Scenario

As a motivational scenario, suppose we have a KB with the following fact: ‘John Smith

is an engineer’ and suppose the query ‘Does John Smith have a degree?’ is issued over

the KB. A complete KB would have the rule ‘Every engineer has a degree’, which would

materialize ‘John Smith has a degree’. For large-scale and open domain commonsense

reasoning scenarios, model completeness and full materialization cannot be assumed. In

this case the information can be embedded in other facts in the KB (Figure 10.3). The

example sequence of relations between engineer and degree defines a path in a large-scale

graph of relations between predicates, which is depicted in Figure 10.3.

In a large-scale KB, full reasoning can become unfeasible. A commonsense KB would

contain vast amounts of facts and a complete inference over the entire KB would not

scale to its size. Furthermore, while the example path is a meaningful sequence of

associations for answering the example query, there is a large number of paths which

are not meaningful under a specific query context. In Figure 10.3(1), for example, the

reasoning path which goes through (1) is not related to the goal of the query (the

relation between engineer and degree) and should be eliminated. Ideally, a query and

reasoning mechanism should be able to filter out facts and rules which are unrelated to

the reasoning context. The ability to select the minimum set of facts which should be

applied in order to answer a specific user information need is a fundamental element for

enabling reasoning capabilities for large-scale commonsense knowledge bases.

Additionally, since information completeness of the KBs cannot be guaranteed, one

missing fact in the KB would be sufficient to block the reasoning process. In Figure

10.3(2) the lack of a fact connecting university and college eliminates the possibility of

answering the query. Ideally, reasoning mechanisms should be able to cope with some

level of KB incompleteness, approximating and filling the gaps in the KBs.
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This application scenario describes a selective reasoning approach which uses a hybrid

distributional-relational semantic model to address the problems previously described.

In the scenario, DSMs are used as a complementary semantic layer to the relational

model, which supports semantic approximation and coping with incompleteness.

10.3.3 Embedding the Commonsense KB into the τ-Space

We consider that a commonsense knowledge base KB is formed by a set of concepts

{v1, · · · , vn} and a set of relations {r1, · · · , rm} between these concepts, both represented

as words or short phrases in natural language. Formally, a commonsense knowledge

base KB is defined by a labeled digraph Glabel
KB = (V,R,E), where V = {v1, · · · , vn} is

a set of nodes, R = {r1, · · · , rm} is a set of relations and E is a set of directed edges

(vi, vj) labeled with relation r ∈ R and denoted by (vi, r, vj). Alternatively, we can

simplify the representation of the KB ignoring their relation labels.

Definition 10.1. Let KB be a commonsense knowledge base and Glabel
KB = (V,R,E) be

its labeled digraph representation. A simplified representation of KB is defined by a

digraph GKB = (V ′, E′), where V ′ = V and E′ = {(vi, vj) : (vi, r, vj) ∈ E}.

Given the (labeled) graph representation of KB, we have to embed it into the τ -Space.

To do that we have to translate the nodes and edges of the graph representation of KB

into a vector representation in V Sdist. The vector representation of Glabel
KB = (V,R,E)

in V Sdist is
−→
Glabel

KBdist
= (
−→
Vdist,

−→
Rdist,

−→
E dist) such that:

−→
Vdist = {

−→v : −→v =

t
∑

i=1

uvi
−→c i, for each v ∈ V } (10.1)

−→
Rdist = {

−→r : −→r =
t

∑

i=1

uri
−→c i, for each r ∈ R} (10.2)

−→
E dist = {(

−→r −−→vi ,
−→vj −

−→r ) : for each (vi, r, vj) ∈ E} (10.3)

uvi and uri are defined by the weighting scheme over the distributional model1.

10.3.4 Distributional Navigation Algorithm

Once the KB is embedded into the τ -Space, the next step is to define the navigational

process in this space that corresponds to a selective reasoning process in the KB. The

1Reflecting the word co-occurrence pattern in the reference corpus
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navigational process is based on the semantic relatedness function defined as: sr :

V Sdist × V Sdist → [0, 1] is defined as:

sr(−→p1,
−→p2) = cos(θ) = −→p1.

−→p2

A threshold η ∈ [0, 1] can be used to establish the desired semantic relatedness between

two vectors: sr(−→p1,
−→p2) > η.

The information provided by the semantic relatedness function sr is used to identify

elements in the KB with a similar meaning from the reference corpus perspective. The

threshold is calculated following the semantic differential approach. Multiword phrases

are handled by calculating the centroid between the concept vectors defined by each

word.

Algorithm 12 is the Distributional Navigation Algorithm (DNA) which is used to find,

given two semantically related terms source and target with respect to a threshold η,

all paths from source to target, with length l, formed by concepts semantically related

to target with respect to η.

The source term is the first element in all paths (line 1 ). From the set of paths to be ex-

plored (ExplorePaths), the DNA selects a path (line 5 ) and expands it with all neighbors

of the last term in the selected path that are semantically related wrt threshold η and

that does not appear in that path (line 7-8 ). The stop condition is sr(target, target) = 1

(line 10-11 ) or when the maximum path length is reached.

The paths p =< t0, t1, · · · , tl > (where t0 = source and tl = target) found by DNA are

ranked (line 14 ) according to the following formula:

rank(p) =
l

∑

i=0

sr(
−→
ti ,
−−−−→
target) (10.4)

Algorithm 13 can be modified to use a heuristic that allows to expand only the paths

for which the semantic relatedness between all the nodes in the path and the target

term increases along the path. The differential in the semantic relatedness for two

consecutive iterations is defined as ∆target(t1, t2) = sr(
−→
t2,
−−−−→
target)− sr(

−→
t1,
−−−−→
target), for

terms t1, t2 and target. This heuristic is implemented by including an extra test in the

line 7 condition, i.e., ∆target(tk, n) > 0.
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Algorithm 12 Distributional Navigation Algorithm
INPUT

– threshold : η

– pair of terms (source, target) such that sr(−−−−→source,
−−−−→
target) > η

– path length: l

OUTPUT
RankedPaths: a set of ranked score paths < (t0, · · · , tl), score > such that t0 = source and tl = target

1: t0 ← source
2: Paths← ∅
3: ExplorePaths← [(< t0 >, sr(

−→
t0,
−−−−−→
target))]

4: while ExplorePaths 6= ∅ do

5: remove (< t0, · · · , tk >, sr(
−→
tk,
−−−−→
target)) from ExploredPaths

6: if k < l − 1 then
7: for all (n ∈ neighbors(tk) : sr(−→n ,

−−−−→
target) > η and n /∈ {t0, · · · , tk}) do

8: append (< t0, · · · , tk, n >, sr(−→n ,
−−−−→
target)) to ExplorePaths

9: end for
10: else if k = l− 1 then
11: append (< t0, · · · , tk, target >, 1) to Paths
12: end if
13: end while
14: RankedPaths← sort(Paths)
15: return RankedPaths

10.3.5 Evaluation

10.3.5.1 Setup

In order to evaluate the proposed approach, the τ -Space was built using the Explicit

Semantic Analysis (ESA) as the distributional model.

ConceptNet [247] was selected as the commonsense knowledge base. ConceptNet is a

semantic network represented as a labeled digraph Glabel
ConceptNet formed by a set of nodes

representing concepts and a set of labeled edges representing relations between concepts.

ConceptNet is built by using a combination of approaches, including open information

extraction tools, crowd-sourced user input and open structured data. Concepts and

relations are presented in the form of words or short natural language phrases. The

bulk of the semantic network represents relations between predicate-level words or ex-

pressions. Different word senses are not differentiated. Two types of relations can be

found: (i) recurrent relations based on a lightweight ontology used by ConceptNet (e.g.

partOf ) and (ii) natural language expressions entered by users and open information

extraction tools. These characteristics make ConceptNet a heterogeneous commonsense

knowledge base. For the experiment, all concepts and relations that were not in English

terms were removed. The total number of triples used on the evaluation was 4,797,719.

The distribution of the number of clauses per relation type is as follows: = 1 (45,311),

1 < x < 10 (11,804), 10 ≤ x < 20 (906), 20 ≤ x < 500 (790), ≥ 500 (50).
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Table 10.1: # of clauses per relation frequency.

Number of Triples Number of Relations

= 1 45.311

1 < x < 10 11.804

10 ≤ x < 20 906

20 ≤ x < 500 790

≥ 500 50

Table 10.2: Top-12 frequent relations in the ConceptNet

Relation Number of Triples

instanceof 918.123

isa 201.710

hasproperty 120.961

subjectof 96.566

definedas 94.775

relatedto 88.922

directobjectof 87.946

usedfor 62.242

have or involve 49.967

atlocation 49.216

derivedfrom 40.403

capableof 38.811

synonym 34.974

hassubevent 27.366

hasprerequisite 25.160

causes 18.688

motivatedbygoal 16.178

be in 15.143

be near 12.744

be not 11.777

receivesaction 11.095

hasa 10.048

partof 7.104

A test collection consisting of 45 (source, target) word pairs were manually selected

using pairs of words which are semantically related under the context of the Question
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Answering over Linked Data challenge (QALD 2011/2012)2. Each pair establishes a

correspondence between question terms and dataset terms (e.g. ‘What is the highest

mountain?’ where highest maps to the elevation predicate in the dataset). 51 pairs were

generated in total.

For each word pair (a, b), the navigational algorithm 13 was used to find all paths with

lengths 2, 3 and 4 above a fix threshold η = 0.05, taking a as source and b as target and

vice-versa, accounting for a total of 102 word pairs. All experimental data is available

online3.

10.3.5.2 Reasoning Selectivity

The first set of experiments focuses on the measurement of the selectivity of the ap-

proach, i.e. the ability to select paths which are related and meaningful to the reasoning

context. Table 10.3 shows the average selectivity, which is defined as the ratio between

the number of paths selected using the reasoning algorithm 13 by the total number of

paths for each path length. The total number of paths was determined by running a

depth-first search (DFS) algorithm.

For the size of ConceptNet, paths with length 2 return an average of 5 paths per word

pair. For this distance most of the returned paths tend to be strongly related to the word

pairs and the selectivity ratio tend to be naturally lower. For paths with length 3 and 4

the algorithm showed a very high selectivity ratio (0.153 and 0.0192 respectively). The

exponential decrease in the selectivity ratio shows the scalability of the algorithm with

regard to selectivity. Table 10.3 shows the average selectivity for DNA. The variation of

DNA with the ∆ criteria, compared to DNA, provides a further selectivity improvement

(φ = (# of spurious paths returned by DNA / # of spurious paths returned by DNA +

∆)) φ(length2) = 1, φ(length3) = 0.49, φ(length4) = 0.20.

Table 10.3: Selectivity

Path Length Average Selec-
tivity Algorithm
1

% Pairs of Words
Resolved

Path Accuracy

2 0,602 0,618 0,958
3 0,153 0,726 0,828
4 0,019 0,794 0,736

2http://www.sc.cit-ec.uni-bielefeld.de/qald-1
3http://bit.ly/1p3PmHr

http://www.sc.cit-ec.uni-bielefeld.de/qald-1
http://bit.ly/1p3PmHr


Chapter 10. Generalization & Further Applications 298

10.3.5.3 Semantic Relevance

The second set of experiments focuses on the determination of the semantic relevance of

the returned nodes, which measures the expected property of the distributional semantic

relatedness measure to serve as a heuristic measure for the selection of meaningful paths.

A gold standard was generated by two human annotators which determined the set of

paths which are meaningful for the pairs of words using the following criteria: (i) all

entities in the path are highly semantically related to both the source and target nodes

and (ii) the entities are not very specific (unnecessary presence of instances, e.g. new

york) or very generic (e.g. place) for a word-pair context. Only senses related to both

source and target are considered meaningful.

The accuracy of the algorithm for different path lengths can be found in Table 10.3.

The high accuracy reflects the effectiveness of the distributional semantic relatedness

measure in the selection of meaningful paths. A systematic analysis of the returned

paths shows that the decrease in the accuracy with the increase on path size can be

explained by the higher probability on the inclusion of instances and classes with high

abstraction levels in the paths.

From the paths classified as not related, 47% contained entities which are too specific,

15.5% too generic and 49.5% were unrelated under the specific reasoning context. This

analysis provides the directions for future improvements of the approach (inclusion of

filters based on specificity levels).

10.3.5.4 Addressing Information Incompleteness

This experiment measures the suitability of the distributional semantic relatedness mea-

sure to cope with KB incompleteness (gaps in the KB). 39 < source, target > entities

which had paths with length 2 were selected from the original test collection. These

pairs were submitted as queries over the ConceptNet KB indexed on the V Sdist and

were ranked by the semantic relatedness measure. This process is different from the

distributional navigational algorithm, which uses the relation constraint in the selection

of the neighbouring entities. The distributional semantic search mechanism is equivalent

to the computation of the semantic relatedness between the query (source target) and

all entities (nodes) in the KB. The threshold criteria take the top 36 elements returned.

Two measures were collected. Incompleteness precision measures the quality of the

entities returned by the semantic search over the KB and it is given by incompleteness

precision = # of strongly related entities / # of retrieved entities. The determination
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of the strongly related entities was done using the same methodology described in the

classification of the semantic relevance. In the evaluation, results which were not highly

semantically related to both source and target and were too specific or too generic were

considered incorrect results. The avg. incompleteness precision value of 0.568

shows that the ESA-based distributional semantic search provides a feasible mechanism

to cope with KB incompleteness, suggesting the discovery of highly related entities in the

KB in the reasoning context. There is space for improvement by the specialization of the

distributional model to support better word sense disambiguation and compositionality

mechanisms.

The incompleteness coefficient provides an estimation of the incompleteness of the KB

addressed by the distributional semantics approach and it is determined by incomplete-

ness coefficient = # of retrieved ConceptNet entities with an explicit association / # of

strongly related retrieved entities. The average incompleteness value of 0.039 gives

an indication of the level of incompleteness that commonsense KBs can have. The avg.

# of strongly related entities returned per query is 19.21.

Table 10.4: Incompleteness level.

Avg. Incompleteness. Avg. Incompleteness.
Precision Coeficient

0.568 0.039

An example of the set of new entities suggested by the distributional semantic relat-

edness for the pair < mayor, city > are: council, municipality, downtown, ward,

incumbent, borough, reelected, metropolitan, city, elect, candidate, politi-

cian, democratic.

The evaluation shows that distributional semantics can provide a principled mechanism

to cope with KB incompleteness, returning highly related KB entities (and associated

facts) which can be used in the reasoning process. The level of incompleteness of an

example commonsense KB was analyzed and found to be high, confirming the relevance

of this problem under the context of reasoning over commonsense KBs.

10.3.6 Analysis of the Algorithm Behavior

Figure 10.4 contains a subset of the paths returned from an execution of the algorithm

for the word pair < battle, war > merged into a graph. Intermediate nodes (words)

and edges (higher level relations) provide a meaningful connection between the source

and target nodes. Each path has an associated score which is the average of the se-

mantic relatedness measures, which can serve as a ranking function to prioritize paths

which are potentially more meaningful for a reasoning context. The output paths can be
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battle

conflict

have or involve

be in

war

civil war

army

peace

combat

fight

has property

is a

related to

be not

has property

is a

has property, is a

used for

related to

is a

has property

be in

be not

is a

isa, have or

involve

has property

engagement

infantry

enemy

military

fight war

casualty

is a,

have or involve

at location

part of
have or involve

used for

causes

has prerequisite

be in

at location

part of

Figure 10.4: Contextual (selected) paths between battle and war.

interpreted as an abductive process between the two words, providing a semantic justifi-

cation under the structure of the relational graph. Table 10.7 shows examples of paths

for lengths 2, 3 and 4. Nodes are connected through relations which were ommited.

Table 10.5: Examples of semantically related paths returned by the algorithm (Part
I).

Paths - Length 2

daughter, parent, child
episode, show, series

country, continent, europe
mayor, politician, leader

video game, computer game, software
long, measure, length

husband, married man, spouse
artist, draw, paint

city, capital, country
jew, temple, religion

The selectivity provided by the use of the distributional semantic relatedness measure as

a node selection mechanism can be visualized in Figure 10.5, where the distribution of the

# of occurrences of the semantic relatedness values (y-axis) are shown in a logarithmic

scale. The semantic relatedness values were collected during the navigation process for

all comparisons performed during the execution of the experiment. The graph shows
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Table 10.6: Examples of semantically related paths returned by the algorithm (Part
II).

Paths - Length 3

club, team, play, football
chancellor, politician, parliament, government

spouse, family, wed, married
actress, act in play , go on stage, actor

film, cinema, watch movie, movie
spouse, wife, marriage, husband

aircraft, fly, airplane, pilot
country, capital, national city, city

chancellor, head of state, prime minister, government

Table 10.7: Examples of semantically related paths returned by the algorithm.

Paths - Length 4

music, song, single, record, album
episode, show, series

chancellor, politician, parliament, government
soccer, football, ball, major league, league

author, write, story, fiction, book
artist, create art, work of art, art, paint
place, locality, localize, locate, location

jew, religion, ethnic group, ethnic, ethnicity
war, gun, rifle, firearm, weapon
pilot, fly, airplane, plane, aircraft

chancellor, member, cabinet, prime minister, government

the discriminative efficiency of semantic relatedness, where just a tiny fraction of the

entities in paths of length 2, 3, 4 are selected as semantically related to the target.

In Figure 10.6 the average increase on the semantic relatedness value as the navigation

algorithm approaches the target is another pattern which can be observed. This smooth

increase can be interpreted as an indicator of a meaningful path, where semantic relat-

edness value can serve as a heuristic to indicate a meaningful approximation from the

target word. This is aligned with the increased selectivity of the ∆ (semantic relatedness

differential) criteria.

In the DNA algorithm, the semantic relatedness was used as a heuristic in a greedy

search. The worst-case time complexity of a DFS is O(bl), where b is the branching

factor and l is the depth limit. In this kind of search, the amount of performance

improvement depends on the quality of the heuristic. In Table 10.3 we showed that

as the depth limit increases, the selectivity of DNA ensures that the number of paths

does not increase by the same amount. This indicates that the distributional semantic

relatedness can be an effective heuristic when applied to the selection meaningful paths

to be used in a reasoning process.
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Figure 10.5: # of occurrences for pairwise semantic relatedness values, computed by
the navigational algorithm for the test collection (paths of length 2, 3, 4). Semantic
relatedness values for nodes from distances 1, 2, 3 from the source: increasing semantic

relatedness to the target.

Figure 10.6: Increasing variation of the semantic relatedness values as navigated
nodes approach the target node.
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if (bornIn(x, United_States) > 3) then

American(x) = true;

if (...) then

if (hasPassport(x,y) AND expirationDate(y)) then

isValid(y) = true;

hasTravelDocument(John_Smith)

if (...) then

ζ1

ζ2

ζ4

ζ3

ζ5

ζ6

Figure 10.7: Depiction of a set of distributional program-database alignments.

10.4 Further Applications: Distributional Logic Program-

ming

10.4.1 Motivation

The open communication scenario (Section 4.2.2) can be generalised from the database

querying scenario to the programming scenario, where the schema-agnostic abstraction

layer can be introduced between database and programs or between programs created

under different contexts. The ability to define distributional semantics-based approx-

imation as a first-class citizen in software programs provides a natural generalization

of schema-agnosticism (Figure 10.7), which may facilitate the reuse and integration of

software systems.

This section provides a first-level exploration on schema-agnosticism applied to pro-

grams, extending the discussion from facts and queries (databases) to rules. This dis-

cussion is done in the context of logic programming.

10.4.2 Motivational Scenario

Every knowledge or information artifact (from unstructured text to structured knowl-

edge bases) maps to an implicit or explicit set of user intents and semantic context

patterns. The multiplicity of contexts where open domain and commonsense knowl-

edge bases can be used, defines the intrinsic semantic heterogeneity for these scenarios.
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Different levels of conceptual abstraction or lexical expressions in the representation of

predicates and constants are examples where a semantic/terminological gap can strongly

impact the inference process.

In the scenario below an user executes a schema-agnostic query over a logic program Π.

Consider the query ‘Is the father in law of Bill Clinton’s daughter a politician?’ that

can be represented as the logical query:

?− daughter of (X ,bill clinton), politician(Y ), father in law(Y ,X )

Let us assume that the logic program Π contains facts and rules such as:

child of(chelsea clinton,bill clinton).

child of(marc mezvinsky,edward mezvinsky).

spouse(chelsea clinton,marc mezvinsky).

is a congressman(edward mezvinsky).

father in law(A,B) ← spouse(B,C), child of(C,A).

meaning that Chelsea is the child of Bill Clinton, Marc Mezvinsky is the child of Edward

Mezvinsky, Chelsea is the spouse of Marc, Edward Mezvinsky is a congressman and A

is father in law of B when the spouse of B is a child of A.

The inference over Π will not materialize the answer X = chelsea clinton and

Y = edward mezvinsky , because despite the statement and the rule describing the same

sub-domain, there is no precise vocabulary matching between the query and Π.

In order for the reasoning to work, the approximation of the following terms would need

to be established: daughter of ∼ child of , is a congressman ∼ politician. The reasoner

should be able to semantically approximate vocabulary terms such as daughter of and

child of , addressing the terminological gap required by this inference.

To close the semantic/vocabulary gap in a traditional deductive logic knowledge base it

would be necessary to increase the size of Π to such an extent that it would contain all

the facts and rules necessary to cope with any potential vocabulary difference. Together

with the aggravation of the scalability problem, it would be necessary to provide a

principled mechanism to build such a large scale and consistent set of facts and rules.
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10.4.3 Distributional Logic Programs

Definition 10.2. Let Π1 and Π2 be logic programs with signatures, respc., ΣΠ1 =

(PΠ1 , EΠ1) and ΣΠ2 = (PΠ2 , EΠ2). We say that Π1 and Π2 are semantically related,

taking into account a threshold η (or sr-logic programs wrt η) where there is some

predicate substitution λη(P1, P2) such that Π2 = Π1 ·λη(P1, P2) where P1 = (PΠ1 \PΠ2)

and P2 = (PΠ2 \ PΠ1).

Definition 10.2 states that two sr-logic programs are different versions of the same pro-

gram that use a set of different predicate symbols, which are semantically related wrt

a DSM. From the logical point of view, the answer set models of Π1 are preserved in

Π2 (and vice-versa) in the sense that the extensions of all predicates in both programs

are the same: different predicate symbols that are semantically related have the same

extension:

Proposition 10.3. Let Π be a normal logic program, S ⊆ HBΠ be a set of atoms. For

any predicate substitution λη, (Π
S · λη) = (Π · λη)

S·λη .

Corollary 10.4. Let Π1 and Π2 be sr-logic programs wrt η and S a set of atoms such

that PS ⊆ PΠ1. Then ΠS
1 = (Π

S·λη(P1,P2)
2 ) · λη(P2, P1).

The semantic relatedness srprog between logic programs Π1 and Π2 and the semantic re-

latedness srmodels between (answer set) modelsM(Π1) andM(Π2) =M(Π1)·λη(P1, P2)

are defined using the predicate substitution λη(P1, P2) used to transform Π1 in Π2:

srprog(Π1,Π2) = srmodels(M(Π1),M(Π2)) = srsubst(λη(P1, P2))

Algorithm 13 summarizes the distributional predicate substitution algorithm for logic

programs.

An example of the running algorithm is described below.

Let Π be formed by:

child of(chelsea clinton, bill clinton).

child of(marc mezvinsky,edward mezvinsky).

spouse(chelsea clinton, marc mezvinsky).

is a congressman(edward mezvinsky).

father in law(A,B) ← spouse(B,C),child of(C,A).

Suppose that we want to answer the query “Is the father in law of Bill Clinton’s daughter

a politician?” for a threshold η = 0.05:
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Algorithm 13 Distributional Predicate Substitution Algorithm - DPS
INPUT

– PΠ: The list of all predicate symbols that appear in a program Π

– Pquery: The list of all predicate symbols q that appear in a query Q such that q /∈ PΠ

– η: Threshold

OUTPUT

– Substitutions : A set with all predicate substitutions λη(Pquery, P
′
Π) where P

′
Π ⊆ PΠ and |P ′

Π| =
|Pquery|

PROCEDURE DPS (PΠ,Pquery,η):

1: if Pquery == [ ] then
2: return ([ [ ] ])
3: else
4: for all i ∈ [1, |Pquery|] do
5: X ← Pquery(i)
6: P ′

query ← remove(X,Pquery)
7: Substitutions ← [ ]
8: for all Y ∈ PΠ do
9: if sr(X,Y ) > η then

10: P ′
Π ← remove(Y, PΠ)

11: Subst ← [ ]
12: for all Z ∈ DPS (P ′

Π,P
′
query,η) do

13: Subst ← append(Z, [(X,Y, sr(X,Y ))])
14: Substitutions ← append(Substitution, [Subst])
15: end for
16: end if
17: end for
18: end for
19: end if
20: return Substitutions

?-((daughter of(X,bill clinton),father in law(Y,X),politician(Y)),0.05).

Since the predicate daughter of does not appear in ΣΠ, we need to verify if there is a

semantically related binary predicate to daughter of for η = 0.05. As can be seen in table

10.8, only child of is semantically related to daughter of wrt η (sr(child of, daughter of) =

0.054 > 0.05). Thus, we allow that these predicates unify and they have a mgu

({X/chelsea clinton}, 0.054). The complete inference is shown in figure 10.8 and the

score of the answer is (0.054 + 0.06)/2 = 0.057.
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Table 10.8: Semantic relatedness determined by the τ -Space module between the
predicates in Q and Π, according to arity.

sr child of /2 spouse/2 father in law/2 is a congressman/1

daughter of /2 0.054 0.012 0.048 -
politician/1 - - - 0.06

Figure 10.8: Derivation for the question ‘Is the father in law of Bill Clinton’s daughter
a politician?’

10.5 Related work on the interface between structured

data, logics and distributional semantics

Different works have previously applied distributional semantic models to structured/-

logical knowledge bases. Previous models had different application scenarios and sup-

porting distributional models. In this section, these works are briefly described.

Speer et al. (2008) [248] introduced AnalogySpace, a hybrid distributional-relational

model over ConceptNet using Latent Semantic Indexing. Cohen et al.(2009) [249] pro-

poses PSI, a distributional model that encodes predications produced by the SemRep

system. The τ -Space distributional-relational model is similar to AnalogySpace and

PSI. Differences in relation to these works are: (i) the supporting distributional model

(τ -Space is based on Explicit Semantic Analysis), (ii) the use of the reference corpus

(the τ -Space distributional model uses an independent large scale text corpora to build

the distributional space, while PSI builds the distributional model based on the indexed
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triples), (iii) the application scenario (the τ -Space is evaluated under an open domain

scenario while PSI is evaluated on the biomedical domain), (iv) the focus on evaluating

the selectivity and ability to cope with incompleteness. Cohen et al.(2012) extends the

discussion on the PSI to search over triple predicate pathways in a database of pred-

ications extracted from the biomedical literature by the SemRep system. Taking the

data as a reference corpus, Novacek et al.(2011) [250] build a distributional model which

uses a PMI-based measure over the triple corpora. The approach was evaluated using

biomedical semantic web data.

In [251], Novacek et al. (2010), proposes the application of emergent knowledge embed-

ded in text to enrich asserted publication metadata knowledge in the design of a search

& browse over publications metadata.

In [252], Lukasiewicz & Straccia presented probabilistic fuzzy dl-programs, which is a

uniform framework that deals with uncertainty and fuzzy vagueness. This work focus on

the ontology mapping aspect (uncertainty) and in the use of a distributional semantic

approach to align semantically equivalent terms. The common goal of both fuzzy/prob-

abilistic and distributional approaches is the introduction of flexibility into the reasoning

process. The main benefit of using distributional semantics is the use of large-scale un-

structured or semi-structured information sources to complement the semantics of logic

programs. One of the strengths of distributional semantic models is from the acqui-

sitional perspective, where comprehensive semantic models can be automatically built

from large-scale corpora.

Distributional semantic models are evolving in the direction of coping with better com-

positional principles, supporting the semantic interpretation of complex sentences/state-

ments. Baroni et al. [155] provide an extensive discussion of state of the art approaches

for compositional-distributional models. In this work the compositional model is given

by the structure of the logical atoms in a logic program Π, which defines a set of vectors

in the distributional vector space.

In [253], Grefenstette presented how elements of a quantifier-free predicate calculus can

be modeled using tensors and tensor contraction. The basic elements, truth values

and domains objects, are modelled as vectors and predicates and relations are modeled

through high order tensors. Also, Boolean connectives are modeled using tensors and

with the basic elements used to build a quantifier-free predicate calculus.



Chapter 10. Generalization & Further Applications 309

10.6 Hybrid Distributional-Relational Models (DRMs)

10.6.1 Types of Distributional-Relational Models

Previous works have started to explore the connection between distributional semantics

and structured models. This section aims at positioning this work against existing

models, providing a schematic synthesis of distributional-relational models (DRMs).

DRMs support a double perspective of semantics, keeping the fine-grained precise se-

mantics of the structured KB but also complementing it with the distributional model.

Two main categories of DRMs and associated applications can be distinguished: seman-

tic matching, which is the target of this work and knowledge discovery.

10.6.1.1 Semantic Matching

In this category the reference corpus (RC) is typically unstructured and it is distinct

from the KB. The large-scale unstructured RC is used as a commonsense knowledge

base.

This work is positioned in this category, where the DRM (τ − Space) is used for sup-

porting schema-agnostic queries over the structured KB: terms used in the query are

projected into the distributional vector space and are semantically matched with terms

in the KB via distributional semantics using commonsense information embedded on

large scale unstructured corpora RC.

The reasoning application scenario described in Section 10.3 is also in this category,

where the τ − Space to support selective reasoning over commonsense KBs. Distri-

butional semantics is used to select the facts which are semantically relevant under a

specific reasoning context, allowing the scoping of the reasoning context and also coping

with incomplete knowledge of commonsense KBs.

Similarly, the scenario described in Section 10.4 used the τ − Space to support approx-

imate reasoning on logic programs by defining predicate substitutions.

The work of Novacek et al. on the CORAAL search engine [251] is also positioned under

this category, where publication metadata is enriched with emergent knowledge from a

corpus of publication texts.
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10.6.1.2 Knowledge Discovery

In this category, the structured KB is used as a distributional reference corpus (where

RC = KB). Implicit and explicit semantic associations are used to derive new meaning

and discover new knowledge. The use of structured data as a distributional reference

corpus is a pattern used for knowledge discovery applications, where knowledge emerging

from similarity patterns in the data can be used to retrieve similar entities and expose

implicit associations. In this context, the ability to represent the KB entities’ attributes

in a vector space and the use of vector similarity measures as way to retrieve and compare

similar entities can define universal mechanisms for knowledge discovery and semantic

approximation.

Novacek et al. [250] describe an approach for using web data as a bottom-up phe-

nomena, capturing meaning that is not associated with explicit semantic descriptions,

applying it to entity consolidation in the life sciences domain. Speer et al. [248] pro-

posed AnalogySpace, a DRM over a commonsense KB using Latent Semantic Indexing

targeting the creation of the analogical closure of a semantic network using dimensional

reduction. AnalogySpace was used to reduce the sparseness of the KB, generalizing its

knowledge, allowing users to explore implicit associations. Cohen et al. [249] intro-

duced PSI, a predication-based semantic indexing for biomedical data. PSI was used for

similarity-based retrieval and detection of implicit associations.

10.6.2 The Distributional Data Stack

DRMs provide universal mechanisms which have fundamental features for semantic sys-

tems:

– Built-in semantic approximation for terminological and instance data;

– Ability to use large-scale unstructured data as commonsense knowledge;

– Ability to detect emerging implicit associations in the KB with the computation of vector-

space based similarity models;

– Simplicity of use supported by the vector space model abstraction;

– Robustness with regard to poorly structured, heterogeneous and incomplete data;

These features provide a framework for a robust and easy-to-deploy semantic approx-

imation component grounded on large-scale data. Considering the relevance of these
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Figure 10.9: Distributional Data stack.

features in the deployment of semantic systems in general, this work synthesizes its

vision by proposing a Distributional Data stack abstraction (Figure 10.9).

At the bottom of the stack, unstructured and structured data can be used as reference

corpora together with the target KB (RDF(S)). Different elements of the distributional

model are included as optional and composable elements of the architecture. The ap-

proximate search and query operations layer access the DSM layer, supporting users

with semantically flexible search and query operations. A graph navigation layer defines

graph navigation algorithms (e.g. such as spreading activation, bi-directional search)

using the semantic approximation and the distributional information from the layers

below.

10.7 Chapter Summary

This chapter describes two application scenarios of the hybrid distributional-relational

model and its semantic approximation mechanism. The first scenario focuses on the

development of schema-agnostic logic programs, while the second scenario focused on

selective commonsense reasoning on incomplete knowledge bases. Additionally, the pro-

posed model is generalized into a knowledge-based semantic interpretation (KBSI) model

and into a reference architecture as a Distributional Data Stack. Associated publications

to this chapter are [177, 254, 255, 256, 257].
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Conclusion

11.1 Thesis Summary

As databases and data environments grow in size and heterogeneity, and as structured

data becomes reused outside its original creation context (open communication scenar-

ios), mechanisms to support users interacting, querying and exploring data without the

needs to understand its specific representation lexicon and structure becomes a funda-

mental demand for contemporary data management.

Chapter 2 concentrated on the analysis of the changes in the database landscape, moti-

vating how the growth in size, complexity, dynamicity and decentralisation of schemas

(SCoDD) are bringing fundamental changes in data management. These changes strongly

impact the effectiveness of existing approaches for querying structured data. At the cen-

ter of this problem is the concept of semantic heterogeneity between query and databases.

The dimensions and causes of semantic heterogeneity were analysed under the contem-

porary data management perspective.

While the understanding of the motivation for schema-agnostic queries is progressively

becoming a known concern, there is a lack of categorization to express different semantic

challenges that a schema-agnostic query mechanism need to cope with. In order to ad-

dress this gap, this work provides a classification based on semantic mapping categories,

which define the semantic resolvability of a query, i.e. the level of complexity involved in

mapping a query to a database. The goal is to provide an initial classification framework

which can be refined collectively and which could both help in the understanding of the

challenges of schema-agnostic queries and on the scoping in the evaluation of exiting

approaches.

312
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Chapter 3 analyses the state-of-the-art for querying and searching structured data with

regard to schema-agnosticism. Different categories of approaches including Natural Lan-

guage Interfaces, Flexible Query Interfaces and Semantic Search over RDF are analysed

relative to the set of core requirements. Associated publications to this chapter are

[143, 144].

At the center of schema-agnostic query mechanisms is the definition of a semantic model

which can cope with the semantic resolvability categories. Chapter 4 provides an analysis

of the semiotic principles behind human-database communication and the associated se-

mantic perspective on databases. Different perspectives on semantics (logical, cognitivist

and structuralist) are analysed. Based on the analysis, a hybrid distributional-relational

semantic model is outlined targeting to address the new semiotic assumptions which

emerge in the open communication scenario. The associated publication to this chapter

is [177].

Chapter 5 provided a quantitative information-theoretic analysis of the semantic com-

plexity associated with matching schema-agnostic queries. The core goal of the chapter

is to provide a quantitative model for schema-agnostic query-database matching. Differ-

ent entropy measures corresponding to different variables are defined, and approximative

models are proposed when exact models are not feasible to be calculated. The analysis

of the entropy measures indicate a substantial reduction of the matching entropy with

the use of a semantic pivot-based model, in which elements with lower semantic match-

ing entropies are resolved first, providing a context-based reduction mechanism of the

entropy values for the remaining mappings. The associated publications to this chapter

are [121, 183].

Chapter 6 formalized the definition of the τ − Space, a semantic representation for the

hybrid distributional-relational model. The τ − Space is a vector space model emerging

from the embedding of a data graph into a distributional semantics vector space. At the

τ − Space, each element in the data graph has an associated distributional semantics

vector representation, which supports a geometric-based semantic approximation model,

using the distributional knowledge on a large-scale reference corpora. The structure of

the τ−Space is defined by the mapping between data model categories and the associated

distributional subspaces associated with each category. Associated publications to this

chapter are [176, 198, 199, 200, 201, 202, 203].

Chapter 7 described the distributional semantic search approach in which the distri-

butional semantic relatedness measure is used as a ranking function. The semantic

differential approach for the determination of the semantic relatedness-based ranking

score is introduced, supporting the filtering of unrelated results. The semantic search is

evaluated for an open domain terminology-level search scenario, achieving superior query
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coverage when compared to WordNet-based query expansion. Associated publications

to this chapter are [222, 223].

Using the τ − Space as a semantic representation approach, the semantic search and

the entropy minimization proposed in the previous chapters, a schema-agnostic query

processing approach is described in Chapter 8. The query processing approach uses a set

of semantic search, composition and data transformation operations over the τ −Space.

A supporting architecture for the query mechanism is proposed. The architecture is

instantiated into the Treo prototype, a schema-agnostic natural language query mecha-

nism. Associated publications to this chapter are [198, 203, 235, 236, 237, 238, 239, 240,

241, 242, 243].

The proposed schema-agnostic query approach is evaluated in Chapter 9 using the Ques-

tion Answering over Linked Data (QALD 2011) test collection. The suitability of the

test collection to support the evaluation of schema-agnostic queries is verified by sta-

tistically analyzing features of the test collection related to the thesis hypotheses. The

query approach is evaluated using metrics which map to the set of core requirements

for schema-agnostic queries. The proposed approach, confirmed the research hypotheses

and had a high coverage of the core requirements for schema-agnostic queries under a

semantic best-effort scenario (high-recall and medium precision). The post-mortem anal-

ysis of the query mechanism shows that limitations of the approach were concentrated

on the transformation of natural language queries to the query plan. The associated

publication to this chapter is [236].

The thesis concludes with the analysis of two application scenarios of the hybrid distributional-

relational model and its semantic approximation mechanism (Chapter 10). The first sce-

nario focuses on the development of schema-agnostic logic programs, while the second

scenario focused on selective commonsense reasoning on incomplete knowledge bases.

Additionally, the proposed model is generalized into a knowledge-based semantic inter-

pretation (KBSI) model and into a reference architecture as a Distributional Data Stack.

Associated publications to this chapter are [177, 254, 255, 256, 257].

11.2 Conclusions

In this section the hypotheses are analyzed and the associated conclusions are drawn,

under the perspective of the evaluation.

Hypothesis I: Distributional semantics provides an accurate (I.1), comprehensive

(I.2) and low maintainability (I.3) approach to cope with the abstraction-level and
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lexical-level dimensions (I.4) of semantic heterogeneity (A.1) in schema-agnostic queries

over large-schema open domain datasets (A.2).

– Sub-Hypothesis I.1: accurate

∗ Experimental Support: Mean Avg. Precision = 0.539, Avg. MRR = 0.431. Equiva-

lent MAP to the best performing baseline system in precision.

∗ Interpretation: The proposed model provides a query approach with medium-high

accuracy, where on average, the results are listed between second and third rank posi-

tions. The proposed model is effective for a semantic best-effort scenario, where there is

no expectation of absolute precision (in contrast to structured database queries). The

evaluation did not limit the number of returned results (i.e. did not constraint the pre-

cision measurement to the top-k results). This implies that the potential effort on users

to filter out unrelated results is potentially low. Additionally, the semantic best-effort

scenario is dependent on the provision of contextual mechanisms for users to interpret

the correctness of the result-set. The evaluation of the filtering and interpretation ef-

fort under the semantic best-effort query scenario were left outside the scope of this

thesis. The investigation of the queries with lower precision had as main causes query

pre-processing errors (mapping the natural language to structured query candidates),

and the introduction of false positives by the distributional semantics approximation

model.

– Sub-Hypothesis I.2: comprehensive

∗ Experimental Support: Avg. Recall = 0.775, % of queries answered = 0.836, %

of queries fully answered = 0.627, % of queries partially answered = 0.208. 16% im-

provement in recall relation to the best performing baseline systems (in recall) and 32

% improvement in % of queries answered in relation to the best performing system (in

% of queries answered).

∗ Interpretation: The proposed model provides a query approach with high recall and

high percentage of queries answered showing a significant improvement in relation to

existing baseline systems. This confirms distributional semantic relatedness as a com-

prehensive semantic approximation method. Most errors affecting recall are related to

query pre-processing (mapping natural language to structured query candidates).

– Sub-Hypothesis I.3: low maintainability
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∗ Experimental Support: Dataset specific a priori adaptation effort (minutes) = 0.00,

Dataset specific semantic enrichment effort per query (secs) = 0.00, Dataset specific

semantic disambiguation/filtering effort per query (secs) = 2.20.

∗ Interpretation: The proposed query approach supports a low adaptation effort schema-

agnostic query mechanism, with no effort involved at the dataset indexing time for se-

mantic enrichment. Distributional semantics provides a semantic approximation mech-

anism which automatically extract meaning representations from large-scale corpora,

not requiring dataset manual curation or intervention, reducing the effort involved in

the maintainability and transportability of the approach. Users can interact with dis-

ambiguation dialogs to confirm correct semantic pivot and predicate alignments. The

disambiguation mechanism serves as a precision improvement mechanism and does not

affect the other metrics as it is dependent on the a priori distributional semantics align-

ment.

– Sub-Hypothesis I.4: abstraction-level and lexical-level

∗ Experimental Support: QALD 2011 test collection: Mean Avg. Precision = 0.539,

Avg. MRR = 0.431, Avg. Recall = 0.775. Vocabulary search: ESA = 92.25%, String

matching = 45.77%, WordNet QE = 52.48%. 16 % improvement in recall relation to

the best performing baseline system (in recall) and 32 % improvement in % of queries

answered in relation to the best performing baseline system (in % of queries answered).

Equivalent MAP to the best performing baseline system in precision.

∗ Interpretation: Distributional semantics supports the alignments between query and

dataset in an open domain scenario, providing a feasible semantic matching mechanism.

However, the distributional mechanisms needs to be supported by a contextualization

method (semantic pivoting) which reduces the search space and the semantic entropy

associated with the matching process. The distributional semantic model for the query

scenario was able to capture both alignments which represent syntagmatic and paradig-

matic relations, alignments from terms from different lexical categories and different

levels of abstraction. The high recall for the query test collection, higher recall in com-

parison to the best performing baseline system and the higher percentage in the number

of alignments resolved for the vocabulary search scenario (in comparison with WordNet

QE), shows that distributional semantics provides a comprehensive semantic approxima-

tion/matching mechanism. The precision and mean reciprocal rank values shows that

distributional semantics provide a low number of false positive alignments, which need

to be filtered out in its application scenarios.

– Assumption A.1: semantic heterogeneity
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∗ Evidential Support: number of editors > 103s, 106s.

∗ Interpretation: The evaluation dataset (DBpedia) is derived from structured and

semi-structured information present in Wikipedia.

Wikipedia has a large number of active editors, estimated in more than > 103s, 106s.

While DBpedia organize part of its terminology-level data into an ontology, most of

the properties and classes present in the dataset are outside DBpedia ontology. Con-

sequently, DBpedia is a decentralized and collaboratively created dataset, defining a

semantically heterogeneous conceptual model. Additionally, DBpedia has an intrinsic

semantic heterogeneity due to the comprehensive domain coverage.

– Assumption A.2: large-schema open domain datasets

∗ Evidential Support: # of classes, and properties > 104 − 105s, # of records (triples)

> 106s.

∗ Interpretation: The number of terminology-level elements (# of classes and prop-

erties) shows that the evaluation dataset (DBpedia) supports the evaluation of the ap-

proach under a large-schema scenario. The # of records supports the evaluation under a

large number of facts and instances, providing a large dataset from the schema-agnostic

perspective. The evaluation is, however, limited to one comprehensive dataset.

Conclusion (Hypothesis I): The evaluation provides sufficient corroboration evidence

to support Hypothesis I.

The hypothesis can be re-written into a more precise form taking into account the

evaluation findings:

Hypothesis I (Reformulated): Distributional semantics provides a high-recall,medium-

high precision and low maintainability approach to cope with the abstraction-level and

lexical-level dimensions of semantic heterogeneity in schema-agnostic queries over large-

schema open domain datasets.

Hypothesis II: The compositional semantic model defined by the query planning mech-

anism supports expressive (II.1) schema-agnostic queries over large-schema open do-

main datasets (A.2).

∗ Sub-Hypothesis II.1: expressive

· Evidential Support: Avg. Recall = 0.775, % of queries answered = 0.836, %

of queries fully answered = 0.627, % of queries partially answered = 0.208. 16 %
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improvement in recall relation to the best performing baseline systems (in recall)

and 32 % improvement in % of queries answered in relation to the best performing

baseline system (in % of queries answered).

· Interpretation: The compositional semantic model defined by the query planning

mechanism provides a comprehensive generalization of query-dataset structural

matching patterns, which is confirmed by the high recall, high % of queries an-

swered and the improvements over the baselines in both dimensions. The proposed

compositional model focuses on a semantic interpretation model which defines the

role of context in the query-datasset alignment (reducing the impact on ambiguity,

vagueness and synonyms) also making more explicit the role of conceptual approx-

imation in this process. The number of distinct query patterns present in the test

collection combined with the distinct categories of query-dataset lexico-conceptual

differences provides a comprehensive evaluation set-up for basic factoid queries. It

is likely that the number of possible query pattterns follows a long-tail distribution

and that the evaluation presented in this work explored the set of most frequent

query patterns. A systematic study of existing query patterns using a more com-

prehensive query set can provide a fundamental resource for the interpretation of

the coverage of test collections and it is indicated as future work.

Conclusion (Hypothesis II): The evaluation provides sufficient corroboration evi-

dence to support Hypothesis II.

Hypothesis III: The proposed distributional-relational structured vector space model

(τ − Space) supports the development of a schema-agnostic query mechanism with in-

teractive query execution time (III.1), low index construction time (III.2) and size

(III.3) and scalable (III.4) to large-schema open domain datasets (I.7).

∗ Sub-Hypothesis III.1: interactive query execution time

· Evidential Support: Avg. query execution time (ms) = 8,530, shortest query

execution time (ms) ¡ 2,000 ms.

· Interpretation: Most of the queries have query execution time below 2,000 ms

using a single commodity configuration computer (Intel iCore5 8GB RAM) to

host the query engine. Queries which take longer (60,000 ms) are due to the

number of records and the application of operations such as conditional filters

(which are not optimized in the prototype query engine). The cost of the semantic

approximation operations (< 1,000 ms) supports an interactive query execution

time query mechanism.
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∗ Sub-Hypothesis III.2: low index construction time

· Evidential Support: Avg. index insert time per triple (ms) = 5.35.

· Interpretation: The creation of a distributional semantic index has the intrinsic

cost of requesting and indexing the distributional vector associated with a term

which is indexed for the first time. As repeated terms are indexed, the cost associ-

ated with the distributional semantics component is eliminated. At the beginning

of the indexing process as new terms appear more frequently the index cost is

larger. As the probability occurrence of new terminology-level becomes more rare

along the indexing process, the temporal overhead of the distributional indexing

tends to zero.

∗ Sub-Hypothesis III.3: low index size

· Evidential Support: Avg. index size per triple (bytes) = 250. Index/dataset

ratio = 1.2 (with the index also working also as a triple store: 0.2 purely the

distributional index).

· Interpretation: The distributional semantic index has a medium index size over-

head associated with the indexing of the distributional context vectors.

∗ Sub-Hypothesis III.4: scalable

· Evidential Support: Avg. query execution time (ms) = 8,530, shortest query

execution time (ms) ¡ 2,000. Avg. index insert time per triple (ms) = 5.35. Avg.

index size per triple (bytes) = 250. Index/dataset ratio = 1.2 (dataset working

also as a triple store).

· Interpretation: Distributional semantics introduces a low impact overhead in

terms of query execution time and a medium impact on indexing time and index

size. From the indexing perspective, as the dataset grows, and the probability of

terms which were not present before decreases, the impact on indexing time and

size tends to drastically decrease. From the perspective of the query execution

time, there is evidence that the approach scales, supported by the segmentation

and reduction of the search space by the semantic pivot. Additionally, both the

semantic pivot and the distributional vector space supports the segmentation of

the index for a distributed indexing/search. However, the empirical corroboration

of scalability was left outside the scope of this work.

Conclusion (Hypothesis III): The evaluation provides sufficient corroboration evi-

dence to support Hypothesis III.
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11.3 Limitations & Open Questions

Different dimensions were left outside the scope of this work. Below the most relevant

dimensions are described:

∗ Suitability of distributional semantic models for domain specific datasets:

The evaluation on this work focused on open domain scenarios. The suitability of dis-

tributional semantics for domain specific scenarios (e.g. biological, financial datasets)

was not evaluated in the scope of this work.

∗ Evaluation over multiple datasets: The approach was evaluated for a single large-

scale heterogeneous dataset. The suitability of the proposed approach to query multiple

datasets was not verified.

∗ Scalability evaluation: While the performance indicators provide some level of sup-

port for the analysis of the scalability of the approach, no specific scalability evaluation

was performed.

11.4 Main Contributions

This thesis focused on the proposal of a schema-agnostic query for large-schema/schema-

less heterogeneous databases. At the center of this model is the proposal of a semantic

model which can support an efficient semantic matching model for schema-agnostic

queries in an open communication scenario. The proposed semantic model uses dis-

tributional semantic models at its center, which, aligned with the context provided

by the structured data, facilitates the semantic approximation process and the align-

ment between query and data. While the proposal and evaluation of a distributional

semantics-based schema-agnostic query approach is at the core of this thesis, the thesis

also targeted the development of a more ample discussion on the motivation, principles

and applications of schema-agnostic queries and distributional-based semantic approxi-

mation mechanisms.

The items below summarizes the contributions of this thesis:

∗ Definition of a preliminary model for mapping schema-agnostic queries

∗ Definition of a preliminary information-theoretical semantic complexity model

for schema-agnostic queries
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∗ Definition of the schema-agnostic query processing approach based on dis-

tributional semantics

∗ Evaluation of the suitability of distributional semantics for the conceptual

mapping between queries and databases

∗ Evaluation of the suitability of the approach for addressing schema-agnostic

queries

∗ Evaluation of the temporal performance for the proposed schema-agnostic

approach (query execution time, indexing time)

∗ Creation of a natural language interface(NLI)/question answering(QA) sys-

tem over RDF(S) data

∗ Creation of a basic distributional-relational infrastructure (τ −DB)

∗ Definition and creation of a distributional semantic index for supporting

schema-agnostic queries

∗ Analysis of the Question Answering over Linked Data 2011 test collection

with regard to its ability to evaluate schema-agnostic queries

∗ Extension of the evaluation methodology for Question Answering Systems

over Linked Data to include temporal performance (query/indexing), index

size and maintainability metrics

∗ Discussion of the motivation for schema-agnostic queries

∗ Generalization of the proposed approach as a semantic interpretation model

∗ Discussion of two application scenarios for the proposed semantic approxi-

mation model

11.5 Future Research Directions

Preliminary results for distributional-relational models (DRMs) have been encouraging,

showing the effectiveness of distributional semantics as a semantic approximation mecha-

nism. The universality of the vocabulary problem and the demand for effective semantic

approximation mechanisms, together with the simplicity and effectiveness of distribu-

tional semantics in addressing it, will motivate the further development of research on
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the field. Important short-term research challenges which became evident during the

elaboration of this work are:

∗ Investigation of uncertainty models for distributional-relational models

· Improvement of the connection between distributional semantics, probability, fuzzy

set and information theory: Definition of the probabilistic and information-theoretic

frameworks for DRMs which can support the modelling of uncertainty measures

for distributional models.

· Better selection of linguistic features: Improving the understanding of uncertainty

models can support the improvement of distributional semantic models by select-

ing features in the corpora which minimizes uncertainty for a specific dataset or

application scenario.

· Definition of soundness and completeness conditions for schema-agnostic queries:

Given a set of queries, a corpora and a dataset, verify the soundness and complete-

ness conditions for the queries both from the conceptual and structural mapping

perspectives.

· Minimum evidence DSM-DRM models: Given a dataset or a query set, define

conditions to minimize the size of evidence set for a DSM.

∗ Formalization of the distributional-relational algebra & query optimization

approaches: Exploration of the formal aspects of DRMs, including an extension of

relational algebra and the modelling of different query optimization approaches or dis-

tributional semantics.

∗ Analysis of the suitability of the distributional model for domain-specific

semantic approximations: Define the lexical, semantic and statistical properties that

a domain- specific corpora should have to support a distributional model. Comparative

analysis for the suitability of DSMs for different domains (e.g. biomedical, financial).

∗ More comprehensive and systematic comparative study of distributional se-

mantic models for open domain schema-agnostic queries:

∗ Software Infrastructures

· Better integration of distributional semantics software infrastructures to database

platforms.
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· Creation of robust and easy-to-use distributional semantics software infrastruc-

tures.

∗ Investigation of the impact of Distributional-DBMSs (D-DBMS) on infor-

mation systems: Investigation of how information systems are affected by a semantic

abstraction layer over databases including general principles, components and architec-

tures.
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QALD 2011 Query Set

The list below provides the set of natural language queries and the corresponding

SPARQL queries for the Question Answering over Linked Data (QALD) test collection.

<string>Give me all school types.</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX yago: <http://dbpedia.org/class/yago/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type yago:SchoolTypes .

OPTIONAL {

?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which presidents were born in 1945?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX yago: <http://dbpedia.org/class/yago/>

SELECT DISTINCT ?uri ?string WHERE {

{

?uri rdf:type onto:President .

?uri onto:birthDate ?date .

FILTER regex(?date,’^1945’) .

OPTIONAL

{

324
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?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

UNION {

?uri rdf:type yago:President.

?uri onto:birthDate ?date .

FILTER regex(?date, ’^1945’) .

OPTIONAL {

?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) } }

}

</query>

<string>Who are the presidents of the United States?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX yago: <http://dbpedia.org/class/yago/>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX prop: <http://dbpedia.org/property/>

SELECT DISTINCT ?uri ?string WHERE {

{ ?uri rdf:type yago:PresidentsOfTheUnitedStates. }

UNION

{ ?uri rdf:type onto:President. ?uri prop:title

res:President_of_the_United_States. }

OPTIONAL

{ ?uri rdfs:label ?string. FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who was the wife of President Lincoln?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?person rdf:type onto:President .

?person foaf:surname ’Lincoln’@en .

?person onto:spouse ?uri.

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }



Appendix A. QALD 2011 Query Set 326

}

</query>

<string>Who developed the video game World of Warcraft?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?subject rdf:type onto:Software .

?subject rdfs:label ’World of Warcraft’@en .

?subject onto:developer ?uri .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>What is the official website of Tom Hanks?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

SELECT ?uri WHERE {

?subject rdfs:label ’Tom Hanks’@en .

?subject foaf:homepage ?uri

}

</query>

<string>

List all episodes of the first season of the HBO television series

The Sopranos!

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT ?uri ?string WHERE {

?uri onto:series res:The_Sopranos .

?uri onto:seasonNumber 1 .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>
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<string>Who produced the most films?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?film rdf:type onto:Film .

?film onto:producer ?uri .

OPTIONAL {

?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

ORDER BY DESC(COUNT(?film)) LIMIT 1

</query>

<string>Which people have as their given name Jimmy?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type foaf:Person.

?uri foaf:givenName ’Jimmy’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Is there a video game called Battle Chess?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> ASK WHERE {

?software rdf:type onto:Software .

?software rdfs:label ?name .

FILTER (regex(?name, ’Battle Chess’))

}

</query>

<string>Which mountains are higher than the Nanga Parbat?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
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PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Mountain .

?acon rdfs:label ’Nanga Parbat’@en .

?acon prop:elevationM ?elevation .

?uri prop:elevationM ?allelevation .

FILTER (?allelevation > ?elevation) .

OPTIONAL {?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who created English Wikipedia?</string>

<query>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?uri ?string WHERE {

?website rdf:type onto:Website .

?website onto:author ?uri .

?website rdfs:label ’English Wikipedia’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all actors starring in Batman Begins.</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?film rdf:type onto:Film .

?film onto:starring ?uri .

?film foaf:name ’Batman Begins’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>
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Which software has been developed by organizations founded in California?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT ?uri ?string WHERE {

?company rdf:type onto:Organisation .

?company onto:foundationPlace res:California .

?uri onto:developer ?company .

?uri rdf:type onto:Software .

OPTIONAL {

?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>

Which companies work in the aerospace industry as well as on

nuclear reactor technology?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Company .

?uri prop:industry res:Aerospace .

?uri prop:industry res:Nuclear_reactor_technology .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Is Christian Bale starring in Batman Begins?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/> ASK WHERE {

?film rdf:type onto:Film .

?film onto:starring ?actors .
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?actors rdfs:label ’Christian Bale’@en .

?film foaf:name ’Batman Begins’@en

}

</query>

<string>Is Christian Bale starring in Batman Begins?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/> ASK WHERE {

?film rdf:type onto:Film .

?film onto:starring ?actors .

?actors rdfs:label ’Christian Bale’@en .

?film foaf:name ’Batman Begins’@en

}

</query>

<string>

Give me the websites of companies with more than 500000 employees.

</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX prop: <http://dbpedia.org/property/>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri WHERE {

?subject rdf:type onto:Company .

?subject prop:numEmployees ?employees .

FILTER( xsd:integer(?employees) >= 500000 ) .

?subject foaf:homepage ?uri .

}

</query>

<string>Which actors were born in Germany?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX yago: <http://dbpedia.org/class/yago/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Actor .
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{ ?uri onto:birthPlace res:Germany . }

UNION

{ ?uri onto:birthPlace ?city . ?city rdf:type yago:StatesOfGermany . }

OPTIONAL {

?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which country does the Airedale Terrier come from?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?string WHERE {

?dog rdfs:label ’Airedale Terrier’@en .

?dog prop:country ?string

}

</query>

<string>Which birds are there in the United States?</string>

<query>

PREFIX yago: <http://dbpedia.org/class/yago/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type yago:BirdsOfTheUnitedStates.

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all European Capitals!</string>

<query>

PREFIX yago: <http://dbpedia.org/class/yago/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT ?uri ?string WHERE {

?uri rdf:type yago:CapitalsInEurope.

OPTIONAL {

?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>
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<string>Which cities have more than 2 million inhabitants?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX prop: <http://dbpedia.org/property/>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:City.

{ ?uri prop:population ?population. }

UNION

{ ?uri prop:populationUrban ?population. }

FILTER (xsd:integer(?population) > 2000000) .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who was Tom Hanks married to?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX prop: <http://dbpedia.org/property/>

SELECT DISTINCT ?uri ?string WHERE {

?person rdfs:label ’Tom Hanks’@en .

?person prop:spouse ?string .

OPTIONAL { ?uri rdfs:label ?string . }

}

</query>

<string>When was DBpedia released?</string>

<query>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?date WHERE {

?website rdf:type onto:Software .

?website onto:releaseDate ?date .

?website rdfs:label ’DBpedia’@en

}

</query>

<string>When was DBpedia released?</string>
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<query>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?date WHERE {

?website rdf:type onto:Software .

?website onto:releaseDate ?date .

?website rdfs:label ’DBpedia’@en

}

</query>

<string>Which people were born in Heraklion?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX yago: <http://dbpedia.org/class/yago/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Person .

?uri onto:birthPlace ?city .

?city rdfs:label ’Heraklion’@en

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which caves have more than 3 entrances?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Cave .

?uri onto:numberOfEntrances ?entrance .

FILTER (?entrance > 3) .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all films produced by Hal Roach.</string>
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<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Film .

?uri onto:producer ?producer .

?producer rdfs:label ’Hal Roach’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>

Which software has been published by Mean Hamster Software?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX prop: <http://dbpedia.org/property/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Software .

{ ?uri prop:publisher ’Mean Hamster Software’@en . }

UNION

{ ?uri onto:publisher res:Mean_Hamster_Software . }

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>What languages are spoken in Estonia?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri ?string WHERE {

?country rdf:type onto:Country.

{ ?country onto:language ?uri . }

UNION { ?uri onto:spokenIn ?country . }

FILTER (regex(?country, ’Estonia’)).
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OPTIONAL {?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who owns Aldi?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?orga rdf:type onto:Organisation .

?orga onto:keyPerson ?uri .

?orga rdfs:label ’Aldi’@en .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

FILTER (lang(?string) = ’en’) }

</query>

<string>

Which capitals in Europe were host cities of the summer olympic games?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX yago: <http://dbpedia.org/class/yago/>

SELECT ?uri ?string WHERE {

?uri rdf:type yago:CapitalsInEurope .

?uri rdf:type yago:HostCitiesOfTheSummerOlympicGames .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>

Who has been the 5th president of the United States of America?

</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?uri ?string WHERE {
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?uri rdf:type onto:President .

?uri onto:orderInOffice ’5th President of the United States’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who is called Dana?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT DISTINCT ?uri ?string WHERE {

{ ?uri rdf:type foaf:Person. ?uri foaf:givenName ’Dana’@en. }

UNION

{ ?uri prop:alias ?alias . FILTER regex(?alias,’Dana’) . }

OPTIONAL {?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>

Which music albums contain the song Last Christmas?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri ?string WHERE {

?single rdf:type onto:Single .

?single onto:album ?uri .

?single foaf:name ’Last Christmas’@en .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which books were written by Danielle Steel?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
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PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Book .

?uri onto:author ?author .

?author foaf:name ’Danielle Steel’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which companies are located in California, USA?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Organisation .

?uri onto:location res:California .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Which genre does DBpedia belong to?</string>

<query>

PREFIX prop: <http://dbpedia.org/property/>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?uri ?string WHERE {

?dbpedia rdf:type onto:Software .

?dbpedia onto:genre ?uri .

?dbpedia rdfs:label ’DBpedia’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<query>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
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SELECT ?uri ?string WHERE {

?uri rdf:type onto:Country .

?uri onto:language ?language .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’)}

} ORDER BY DESC(count(?language)) LIMIT 1

</query>

<string>Which country has the most official languages?</string>

<query>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Country .

?uri onto:language ?language .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’)}

}

ORDER BY DESC(count(?language)) LIMIT 1

</query>

<string>In which programming language is GIMP written?</string>

<query>

PREFIX prop: <http://dbpedia.org/property/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT ?string WHERE {

res:GIMP prop:programmingLanguage ?string .

}

</query>

<string>Who produced films starring Natalie Portman?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT DISTINCT ?uri ?string WHERE {

?film rdf:type onto:Film .

?film onto:starring ?actors .

?actors foaf:name ’Natalie Portman’@en .

?film onto:producer ?uri .
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OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all movies with Tom Cruise!</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX prop: <http://dbpedia.org/property/>

SELECT DISTINCT ?uri ?string WHERE {

?uri rdf:type onto:Film.

{ ?uri prop:starring res:Tom_Cruise . }

UNION { ?uri onto:starring res:Tom_Cruise . }

OPTIONAL {?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>

In which films did Julia Roberts as well as Richard Gere play?

</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX res: <http://dbpedia.org/resource/>

SELECT ?uri ?string WHERE {

?uri rdf:type onto:Film .

?uri onto:starring res:Julia_Roberts .

?uri onto:starring res:Richard_Gere.

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all female German chancellors!</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX yago: <http://dbpedia.org/class/yago/>

PREFIX prop: <http://dbpedia.org/property/>
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SELECT ?uri ?string WHERE {

?uri rdf:type yago:FemaleHeadsOfGovernment.

?uri prop:office ?office .

FILTER regex(?office, ’Chancellor of Germany’).

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>Give me all female German chancellors!</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX yago: <http://dbpedia.org/class/yago/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?uri ?string WHERE {

?uri rdf:type yago:FemaleHeadsOfGovernment.

?uri prop:office ?office .

FILTER regex(?office, ’Chancellor of Germany’).

OPTIONAL {?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) }

}

</query>

<string>Who wrote the book The pillars of the Earth?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

SELECT ?uri ?string WHERE {

?books rdf:type onto:Book .

?books onto:author ?uri .

?books rdfs:label ’The Pillars of the Earth’@en .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>How many films did Leonardo DiCaprio star in?</string>

<query>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>
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PREFIX onto: <http://dbpedia.org/ontology/>

SELECT COUNT(?film) WHERE {

?film rdf:type onto:Film .

?film onto:starring ?actors .

?actors foaf:name ’Leonardo DiCaprio’@en .

}

</query>

<string>Give me all soccer clubs in the Premier League.</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX resource: <http://dbpedia.org/resource/>

SELECT DISTINCT ?uri ?string WHERE {

?uri onto:league resource:Premier_League .

OPTIONAL

{?uri rdfs:label ?string . FILTER (lang(?string) = ’en’) }

}

</query>

<string>When was Capcom founded?</string>

<query>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?date WHERE {

res:Capcom prop:foundation ?date .

}

</query>

<string>When was Capcom founded?</string>

<query>

PREFIX res: <http://dbpedia.org/resource/>

PREFIX prop: <http://dbpedia.org/property/>

SELECT ?date WHERE {

res:Capcom prop:foundation ?date .

}

</query>

<string> What is the highest mountain?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX onto: <http://dbpedia.org/ontology/>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
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SELECT ?uri ?string WHERE {

?uri rdf:type onto:Mountain .

?uri onto:elevation ?elevation .

OPTIONAL

{?uri rdfs:label ?string .

FILTER (lang(?string) = ’en’) } }

ORDER BY DESC(?elevation) LIMIT 1

</query>

ie Portman an actress?</string>

<query>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX onto: <http://dbpedia.org/ontology/> ASK WHERE {

?subject rdf:type onto:Actor.

?subject rdfs:label ’Natalie Portman’@en.

}

</query>
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DBR Semantic Relatedness Gold

Standard

The tables of this Appendix describes the set of term pairs and the human annotations (S.1 -

S.16) with regard to their degree of semantic relatedness. The column Rel. (Mean) describes the

mean between all semantic relatedness values from human annotators. The term pairs describe

entities of DBpedia (first column) and their associated query terms (second column).
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Appendix C

Terminology Search Queries &

Results

The tables in this appendix lists the set of terminology-level keyword queries and the results

for Explicit Semantic Analysis (ESA) and the associated baselines (tf/idf and tf/idf + WordNet

query expansion)
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Appendix D

Training Query Set

Set of complementary training queries which were added to 24 queries from the QALD 2011

training set.

Q1: Who is the wife of Barack Obama?

Q2: From which university did the wife of Barack Obama graduate?

Q3: Is Natalie Portman an actress?

Q4: Who is the architect of Barack Obama?

Q5: Is Albert Einstein from Germany?

Q6: How many employees does IBM have?
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Appendix E

Relevance Metrics Associated to

the Baseline Systems

The tables in this Appendix describes the relevance metrics associated to the evaluation of two

of the baseline systems, PowerAqua and FREyA.

E.1 PowerAqua
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id query precision recall f-measure
28 Which states of Germany are governed by the Social Democratic 1 1 1
29 In which films directed by Garry Marshall was Julia Roberts star 1 1 1
24 What is the highest mountain in Germany? 0.00441 1 0.00878
25 Give me the homepage of Forbes. 1 1 1
26 Give me all soccer clubs in Spain. 0.84635 0.98246 0.90934
27 What is the revenue of IBM? 1 1 1
20 Which European countries are a constitutional monarchy? 1 1 1
21 How many monarchical countries are there in Europe? 0 0 0
22 Which European union members adopted the Euro? 0.9375 1 0.96774
49 How tall is Claudia Schiffer? 1 1 1
46 What place is the highest place of Karakoram? 1 1 1
23 Which presidents of the United States had more than three childr 0.03125 0.25 0.05556
44 Which locations have more than two caves? 0.125 0.05556 0.07693
45 Which mountain is the highest after the Annapurna? 0 0 0
42 Which bridges are of the same type as the Manhattan Bridge? 0 0 0
43 Which river does the Brooklyn Bridge cross? 1 1 1
40 Who is the author of WikiLeaks? 1 1 1
41 Give me the designer of the Brooklyn Bridge. 1 1 1
1 Which companies are in the computer software? 0.01309 0.22222 0.02472
3 Give me the official websites of actors of the television show C 0 0 0
2 Which telecommunications organizations are located in Belgium? 0 0 0
5 What are the official languages of the Philippines? 0.66667 1 0.8
4 Give me the capitals of all U.S. states. 0 0 0
7 Where did Abraham Lincoln die? 1 1 1
6 Who is the mayor of New York City? 1 1 1
9 Which countries have more than two official languages? 0 0 0
8 When was the Battle of Gettysburg? 1 1 1
39 Which states of the united states possess native gold? 1 0.5 0.66667
47 What did Bruce Carver die from? 1 1 1
12 Which classis does the Millepede belong to? 1 1 1
14 Was Andrew Jackson involved in a war? 1 1 1
11 What is the area code of Berlin? 0 0 0
10 Is Michelle the wife of President Obama? 1 1 1
13 In which country is the Limerick Lake? 1 1 1
38 Which states border Utah? 0 0 0
15 What is the profession of Frank Herbert? 1 1 1
48 When did Germany join the EU? 0 0 0
17 Which state of the United States of America has the highest dens 0 0 0
16 Who is the owner of Universal Studios? 0.66667 1 0.8
19 What is the currency of the Czech Republic? 1 1 1
18 Give me all cities in New Jersey with more than 100000 inhabitan 0.5 0.25 0.33333
31 Which museum exhibits The Scream? 1 1 1
30 Is proinsulin a protein? 1 1 1
37 Who is the daughter of Bill Clinton married to? 0 0 0
36 Which monarchs of the United Kingdom were married to a German? 0.5 1 0.66667
35 Is Egypts largest city also its capital? 0 0 0
34 Through which countries flow the Yenisei river? 0.33333 0.5 0.4
33 Give me the creator of Goofy? 1 1 1
32 Which television shows were created by Walt Disney? 1 1 1
50 In which country does the Nile start? 0.4 1 0.57143

E.2 Freya
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id query precision recall f-measure
28 Which states of Germany are governed by the SPD? 0.4 0.5 0.44444
50 In which country is the source confluence of Nile? 0 0 0
24 What is the highest mountain in Germany? 0 0 0
25 Give me the homepage of Forbes. 1 1 1
26 Give me all soccer club in Spain. 1 0.97368 0.98666
27 What is the revenue of IBM? 1 1 1
20 Which European countries are governed as a Constitutional monarc 1 1 1
21 How manyEuropean countries are governed as monarchy? 0 0 0
22 Which European Union member states adopted the Euro? 0.9375 1 0.96774
49 How tall is Claudia Schiffer? 1 1 1
46 What is the highest place of Karakoram? 1 1 1
23 Which presidents of the United States had more than three childr 0 0 0
44 Which locations have more than two caves? 0 0 0
45 Which mountain is the highest after the Annapurna? 0 0 0
42 Which bridges are of the same type as the Manhattan Bridge? 0.13 1 0.23009
43 Which river does the Brooklyn Bridge cross? 1 1 1
40 Who is the author of WikiLeaks? 1 1 1
41 Who designed Brooklyn Bridge? 0 0 0
1 Which companies are in the industry of computer software? 0.08182 0.75 0.14754
3 Give me the official websites of actors of the television show C 1 1 1
2 Which telecommunications companies are located in Belgium? 1 0.4 0.57143
5 What are the official languages of Philippines? 1 1 1
4 What are capitals of states of the United States? 0 0 0
7 Where did Abraham Lincoln die? 1 1 1
6 Who is the mayor of New York City? 0 0 0
9 Which countries have more than two official languages? 0 0 0
8 When was the Battle of Gettysburg? 1 1 1
13 In which country is the Limerick Lake? 1 1 1
47 What did Bruce Carver die from? 1 1 1
12 Which classis does the Millipede belong to? 1 1 1
29 In which films directed by Garry Marshall was Julia Roberts star 1 0.33333 0.5
14 Was U.S. president Jackson involved in a war? 1 1 1
11 What is the area code of Berlin? 1 1 1
10 Is the wife of President Obama called Michelle? 1 1 1
39 Which states of the United States possess minerals that are gold 1 0.5 0.66667
38 Which states border Utah? 0 0 0
15 What is the occupation of Frank Herbert? 1 1 1
48 When did Germany join the EU? 0 0 0
17 Which state of the United States of America has the highest dens 0 0 0
16 Who is the owner of Universal Studios? 0.66667 1 0.8
33 Who is creator of Goofy? 0.33333 1 0.5
18 Give me all cities in New Jersey with more than 100000 inhabitan 0 0 0
30 Is proinsulin a protein? 1 1 1
37 spouse of daughter of Bill Clinton 1 1 1
36 Which monarchs of the United Kingdom had a spouse from Germany? 1 1 1
31 Which museum exhibits The Scream by Munch? 1 1 1
35 Is Egypts largest city also its capital? 1 1 1
34 Through which countries does the Yenisei River flow? 1 1 1
19 What is the currency of Czech Republic? 1 1 1
32 Which television shows were created by Walt Disney? 1 1 1
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